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Resumo

O objetivo deste trabalho é propor e avaliar o desempenho de esquemas de lineariza-
ção baseados em aprendizado de máquina (ML - machine learning), aplicados a sis-
temas analógicos rádio sobre fibra (A-RoF - analog radio over fiber) para o transporte
de sinais da quinta geração de comunicações móveis (5G - fifth generation of mo-
bile communications) e das futuras redes de comunicações móveis de sexta geração
(6G - sixth generation of mobile communications). As análises de desempenho das
técnicas de linearização baseiam-se na utilização de modelos polinomiais para mode-
lar as não-linearidades do sistema A-RoF e utilizar redes neurais para realizar a pre-
e/ou pós-distorção do sinal transmitido.

Considerou-se os principais componentes do sistemas A-RoF que apresentam com-
portamento não-linear. Inicialmente, propõe-se um esquema de linearização para o
modulador eletro-óptico de Mach-Zehnder (MZM - Mach-Zehnder modulator). Nesta
abordagem, emprega-se uma rede neural perceptron com múltiplas camadas (MLP -
multi-layer perceptron) para realizar a pré- e/ou pós-distorção do sinal transmitido.
Avalia-se também os efeitos não-lineares do amplificador de potência elétrico (PA -
power amplifier), comumente utilizado em sistemas A-RoF para amplificar o sinal de
radio-frequência (RF - radio frequency) antes da radiação. Neste caso, utiliza-se a
rede neural recorrente (RNN - recurrent neural network), que é capaz de lidar com
o efeito memória do amplificador. A RNN possui uma estrutura de memória interna,
que pode ser devidamente dimensionada para compensar as degradações não-lineares
sem memória do MZM e com memória do PA. Finalmente, a dispersão cromática da
fibra óptica também foi considerada, uma vez que o enlace óptico de transporte pre-
cisa ser estendido visando fornecer cobertura em áreas remotas. Para tal, utiliza-se a
rede neural de atraso de tempo real aumentada (ARVTDNN - augmented real-valued
time delay neural network), pois esta arquitetura permite compensar os efeitos acima
mencionados. Todos os resultados destas análises foram obtidos usando simulações
em Python.

Este trabalho também apresenta a aplicação da técnica ARVTDNN em um sistema
fibra/rádio (FiWi - fiber/wireless). Em linhas gerais, os resultados obtidos nessa tese
demonstram que o uso de esquemas de linearização baseados em ML são potenciais
para maximizar o desempenho de sistemas A-RoF em redes de transporte 5G e 6G.

Palavras-Chave: 5G, 6G, aprendizado de máquina, pós-distorção, pré-distorção, redes
neurais artificiais e rádio sobre fibra analógico.
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Abstract

The thesis main goals are proposing and evaluating machine learning (ML)-based lin-
earization schemes for analog radio over fiber (A-RoF) systems from the fifth and sixth
generations of mobile communications (5G and 6G). The performance analyses of the
linearization techniques were based on the use of polynomial models to represent the
non-linearities of the A-RoF system and artificial neural networks (ANNs) to perform
pre-and/or post-distortion of the transmitted signal.

The main A-RoF system non-linear components were taken into account. First, a
linearization scheme was developed for the Mach-Zehnder modulator (MZM). It em-
ploys a multi-layer perceptron (MLP) ANN to perform the pre-and/or post-distortion
of the transmitted signal. The electrical power amplifier (PA) non-linear effects were
also evaluated. PA is commonly used in A-RoF systems to amplify the radio fre-
quency (RF) signal before being radiated. In this case, it is required a recurrent neural
network (RNN), which is able to deal with the power amplifier memory effect. RNN
has an internal memory structure that can be properly designed to compensate for the
non-linear degradation, considering the memoryless non-linear distortions introduced
by the MZM and the memory non-linear distortion introduced by the PA. Finally, the
chromatic dispersion (CD) introduced by the optical fiber was also taken into account,
since the transport optical link needs to be extended to provide coverage in remote
areas. The augmented real-valued time delay neural network (ARVTDNN) was used,
since it allows simultaneously compensating all the aforementioned effects. All results
were obtained by using Python simulations.

This work also presents the application of ARVTDNN linearization scheme into a
fiber/wireless (FiWi) system. Basically, the obtained results from this thesis demon-
strate that ML-based linearization schemes represent potential solutions to maximize
the performance of A-RoF systems from the 5G and 6G transport networks.

Keywords: 5G, 6G, analog radio over fiber, ANN, machine learning, post-distortion
and pre-distortion.
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Chapter 1

Introduction

DURING the concept and standardization of the fifth generation of mobile com-
munication (5G), which has led to the 5G New Radio (5G NR) definition, new

audacious and futuristic use case scenarios were defined for encompassing a plurality
of new applications [1]. The 5G NR is a standardized technology for 5G communi-
cations. It encompasses a set of specifications and recommendations defined by the
3rd Generation Partnership Project (3GPP) [2]. The 5G NR aims to provide enhanced
capabilities, including higher data rates, lower latency, improved energy efficiency,
and increased scalability compared to previous generations of mobile networks. The
standardization process of 5G NR started in 2017, at the end of Release 14 [3]. This
marked the initial phase of defining the specifications and requirements for 5G NR.
One of the main concerns of 5G NR standardization was to ensure compatibility and
coexistence with the legacy technologies while enabling seamless integration with fu-
ture advancements.

The International Telecommunication Union Radiocommunication Sector (ITU-R)
has highlighted the following three main 5G scenarios accordingly with the Inter-
national Mobile Telecommunications-2020 (IMT) vision [4]: The enhanced mobile
broadband communication (eMBB) scenario, focuses on significantly increasing data
rates for end users, supporting peak data rates of up to 20 Gbit/s and 100 Mbit/s in a
high mobility condition [5]; massive machine type communication (mMTC) scenario,
in which is expected a high density of connections from power-limited devices, with
estimates reaching up to 1 million connections per square kilometer [6]; ultra-reliable
low latency communication (URLLC), aiming to reduce the network time response to
values below 1ms with reliability of 99.9999% [7]. Figure 1.1 demonstrates the mains
use cases of 5G networks. The foreseen 5G applications impose strict, contrasting and
very challenging requirements on the physical layer (PHY), which must be flexible for

1
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Figure 1.1: Use Cases for 5G Networks and the Intriguing Prospect of AI Integration.

covering the three defined use case scenarios [8].

The 5G ecosystem encompasses a broad range of new applications, which are re-
lated to the most diverse sectors of the economy and market verticals [9]. Such verticals
are composed of many applications and services, such as collaborative robots, remote
surgeries, autonomous vehicles, real-time immersive games, augmented reality and
tactile Internet [10]. Many enabling technologies are used to support the services and
applications expected in each scenario, including the integration of optical and wire-
less techniques in the fronthaul architecture [11]. Most of the applied technologies
are prone to reduce cell coverage. Moreover, coverage is also limited in the URLLC
and the mMTC scenarios since the power limitation in the device and restriction on
the symbol duration will limit the link budget and robustness against long channel de-
lay profile, respectively [12, 13]. Although 5G networks are currently being globally
deployed, academia, operators and industry are already defining the sixth generation
of mobile communication (6G) networks. One of the main 6G visions is to overcome
the already known limitations of the 5G NR and also to introduce new services and
use cases based on the integration of new features besides communication, such as
localization, positioning, imaging, mapping and sensing [1, 14, 15].

Although the three main 5G scenarios were already defined by 3GPP, one impor-
tant use case scenario is not being properly addressed. The enhanced remote areas
communications (eRAC) scenario focus on providing broadband communications in
remote and rural areas [16]. Continental-sized countries are likely to be the main
beneficiaries of this scenario since large territorial extensions are prone to have many
remote inhabited areas. As a consequence, the low population density, infrastructure
scarcity and high deployment and maintenance costs are the main challenges for mo-
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bile network operators (MNOs) to provide digital services in these areas. This means
that the network operating model is usually economically unattractive in these loca-
tions. Therefore, cost-effective solutions and new business models are crucial for re-
ducing the capital expenditure (CAPEX) and operational expenditure (OPEX) for the
MNOs [17]. Moreover, frequency licenses have also hindered the remote area network
deployment [16]. These restrictions must be overcome to finally offer connectivity to a
large parcel of the unconnected population in remote areas. Some initiatives have been
proposed to address this problem. The Remote Area Access Network for the 5th Gener-
ation (5G-RANGE) project aimed for exploiting television (TV) white spaces (TVWS)
for 5G communications in remote areas [18], as demonstrated in Figure 1.2. The
TVWS PHY must have low out-of-band emission (OOBE) waveform, which means
the adjacent channel leakage ratio (ACLR) must be kept as low as possible for avoid-
ing interference in the adjacent digital television (DTV) channels. Since spectral mo-
bility is essential for TVWS exploitation, the low OOBE must be achieved without the
use of radiofrequency (RF) filters. Another example is the One5G project [19], which
proposed a flexible architecture to provide Internet of things (IoT) and Big Data in un-
derserved areas. In parallel, the 5G rural first project aims to allow local communities
to exploit idle 3GPP bands in remote areas [20].

Vacant ChannelTV Channels TV Channels

eRAC

UHF

300 900

Frequency
(MHz)

3 GHz300 MHz

3000

DTV DTV

470

Figure 1.2: TV white spaces for mobile communications that allow the exploitation of unused
spectrum to improve connectivity in remote areas.

Considering the aforementioned limitations for providing connectivity in remote
areas, it becomes clear that future mobile networks must benefit from solutions that
offer cost advantages, where centralized radio access network (C-RAN), multiple-
input multiple-output (MIMO), satellites network, TVWS and analog radio over fiber
(A-RoF) deserve special attention [17]. The C-RAN architecture simplifies the net-
work maintenance by sharing processing resources among distinct services, which
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enables for reducing the radio access network (RAN) implementation and operation
costs [21, 22]. On the other hand, MIMO systems increase communication robustness
by exploiting diversity. The stand-alone satellite networks aim to provide ubiquitous
connectivity by using air/spaceborne platforms, such as low Earth orbit (LEO), and
can also be jointly used with terrestrial networks to complement coverage. TVWS can
also be employed to reduce OPEX, since no license is required to exploit ultra-high
frequency (UHF) DTV vacant channels to provide connectivity services.

In particular, A-RoF offers an interesting solution to transport and distribute analog
RF signals to a simplified remote radio head (RRH), which can be tens of kilometers
distant from central office (CO). In this case, the fronthaul link needs to be extended,
which endorses the use of microwave and optical technologies [23]. However, A-RoF
systems present non-linear distortions as RF and optical power increases. The A-RoF
system non-linear distortion can be neglected if the entire signal excursion is restricted
to the A-RoF linear region. For instance, authors have shown that an A-RoF system
can be used to provide multiple services to a simple RRH without introducing perfor-
mance loss among these services since a controlled low RF power was employed [24].
However, a dynamic RF power allocation is required to simultaneously take advantage
of TVWS, C-RAN and A-RoF in remote areas without producing prohibitive adjacent
channel interference. Therefore, a linearization technique can be applied to reduce
the non-linear distortions of the signal, which enables operating with high-power RF
signals to cover distinct remote regions.

The Mach-Zehnder modulator (MZM) is typically employed in A-RoF systems to
modulate the optical carrier with the RF signal. One challenge in this approach is to
deal with the non-linearities introduced by the MZM as the input level of the RF signal
increases. The MZM non-linear response leads to a spectral regrowth, which is pro-
duced by the intermodulation products of the RF signal and it is of major concern in
TVWS application. Once the dynamic allocation of RF power is desirable in eRAC ap-
plications for serving different regions, a linearization technique must be employed to
minimize the signal distortion [25]. The specialized literature presents many solutions
for the linearization of A-RoF systems, which might be applied either in the optical
or electrical domains [26, 27]. Moreover, recent advances in computational capacity
and the increase in the available data sets have enabled new machine learning (ML)
approaches, which might be applied in distinct network layers, aiming to deal with the
unprecedented growth in the complexity of the communication systems [28, 29].

ML-based solutions can be considered a powerful tool for linearizing complex sys-
tems. This methodology enables precise modeling of complex systems and potentially
provides multiple benefits when compared to conventional polynomial models, which
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frequently rely on simplified approximations of real-world systems. This means that
ML-based solutions can capture the non-linear dynamics and complex relations be-
tween variables that are often neglected in conventional models. Moreover, the ML-
based linearization schemes are more flexible, since they can be adapted for distinct
operating scenarios and conditions. Despite its manifold advantages, ML-based so-
lutions also exhibit several limitations and challenges, including the requirement for
large amounts of training data, the inherent difficulty in interpreting the models gen-
erated by ML algorithms, the definition of the hyperparameters and the performance
estimation.

1.1 Aim of the Research

Figure 1.3 depicts the centralized radio access network architecture, assisted by
analog radio-over-fiber transport network aiming to cover eRAC applications. The ap-
proach used in this thesis relies on integrating the machine learning-based linearization
schemes in a conventional analog radio-over-fiber system, illustrated in Figure 1.3 (a).
In a C-RAN architecture, the base-band unit (BBU) plays an important role in han-
dling digital signal processing and base-band functions for multiple RRHs, optimizing
resource allocation and network performance. The A-RoF link connects the BBU to

PD
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Figure 1.3: C-RAN architecture using A-RoF system in the transport network (a) Conventional
A-RoF system (b) A-RoF system assisted by machine learning for supporting eRAC applica-
tions.



6 1.1. Aim of the Research Chapter 1

RRHs via optical fiber, enabling the transmission of analog radio signals. At the re-
mote cell site side, the photodetector (PD) converts optical signals back into electrical
signals at the RRHs. The power amplifier (PA) amplifies the radio signals for trans-
mission to user devices. By centralizing base-band processing and using optical fiber
links, C-RAN enhances connectivity in remote areas while providing more efficient
resource management. In Figure 1.3 (b), one can see the integration of ML-based pre-
and post-distorter blocks, which enable extending the fronthaul link to support eRAC
applications. We have considered that the core network is connected to the CO using
an optical-fiber backhaul link. The PHY and medium access control (MAC) functions
of the base station (BS) are performed at CO, by taking advantage of software defined
radio (SDR) implementation. It was assumed that TVWS was employed to provide
eRAC services [16]. We have also assumed that the RRH will be located in the region
where the services will be provided and the optical link can be several miles long. The
base-band signal generated by the SDR is upconverted to a RF channel, which modu-
lates an optical carrier using an MZM, resulting in an A-RoF system. The RF signal is
linearized by a linearization scheme, aiming to reduce the non-linear distortions caused
either by the MZM and/or PA components [30]. At the RRH, the signals are converted
to the electrical domain, amplified and radiated by the remote antenna unit (RAU) to
cover remote areas. In the uplink transmission, the RAU is also responsible for re-
ceiving the signals from the users, which will be converted to the optical domain to be
transmitted to the BS.

The aim of this research is to conceive, design, implement and evaluate ML-based
linearization schemes for amplified-A-RoF systems. All the linearization algorithms
developed in this thesis were designed upon the application programming interface
(API) Keras from Tensorflow. Equivalent base-band models for A-RoF were em-
ployed, which enables modeling the distortions introduced by the system. The lin-
earization schemes are based on pre- and post-distortion concepts. The pre-distortion
applies an intentional distortion to the input signal. On the other hand, the post-
distortion scheme act as an equalizer at the RRH. We have assumed that the non-linear
response of the system comes only from the MZM and PA components. The PD might
also introduce non-linear distortions. However, for the investigated scenario, the PD
will be located at several miles from CO, in the RRH. In this case, the non-linear
distortions of the PD might be neglected due to the low optical power of the incident
signal [31]. The PA presents memory effect, which means that its output at a specific
time instant depends not only on the current input but also on previous inputs [32]. The
memory polynomial model has been widely used for modeling devices with memory
effects, which is the case of PA [33]. Many approaches based on computational in-
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telligence are commonly employed to deal with memory-temporal signals, including
recurrent neural networks (RNNs) and augmented real valued time delay neural net-
works (ARVTDNNs), which are capable of compensating memory non-linear distor-
tions [34–36].

One of the main goals of this thesis is to propose ML-based linearization techniques
for A-RoF with lower complexity, yet more robust and adaptable solution than those
found in existing specialized literature. Although, when considering an optimal sce-
nario where traditional models accurately describe the non-linear system response, ML
algorithms does not outperform conventional linearization schemes, they achieve sim-
ilar linearization performance with much lower complexity. When there is a mismatch
between the real system response and the mathematical model, ML-based solutions
become even more appealing. In such cases, ML-based solutions can outperform clas-
sic models, since it presents a remarkable non-linear representation and generalization
capacity. Furthermore, when there is a variation in the non-linear system response,
classic models require an expensive re-calibration process to estimate a new set of
coefficients. In contrast, ML-based solutions can be designed to generalize possible
variations in the non-linear system response, which means that ML-based linearization
systems does not require re-calibrations.

1.2 Literature Review

Linearization techniques for A-RoF systems have been discussed since the late
of the 20th century. Many approaches were studied and demonstrated, including
dual parallel linearization, optical feedforward, analog pre-distortion and digital pre-
distortion (DPD) [26, 37–40]. Many optical linearization techniques have been pre-
sented [26, 41–43].

An optical feed-forward linearization scheme was presented in [26]. Authors aim
for linearizing the laser diode (LD) non-linear response, which produces intermodula-
tion distortion (IMD) products. The concept of this linearization scheme is based on
creating a counter-phase version of the IMD products at the LD output to be combined
with the original distorted signal, resulting in the desired linearization [26]. Figure 1.4
presents the block diagram of the feed-forward linearization scheme. The input RF
signal is split by the splitter, with upper path modulating the LD1, and the other serv-
ing as an error-free reference. Nevertheless, the inherent nonlinearity of LD1 from
the upper path leads to the presence of IMD products in the modulated optical output.
Subsequently, the split output traverses through a 50:50 optical coupler, is detected
by PD1 and enters a variable gain amplifier. The variable amplifier generates a com-
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Figure 1.4: Diagram of the optical feed-forward linearization scheme: LD- laser diode; PD-
photodetector [adapted from [26]].

posite signal, encompassing distortion products and intensity noise originating from
laser LD1. These composite components are then combined with the electrical refer-
ence signal phase-shifted by 180◦ through an electrical delay. In an ideal scenario, the
resulting output should solely comprise the error signal, encompassing non-linear dis-
tortion products and detected noise from LD1. The error signal undergoes a 180◦ phase
shift through an electrical delay, gets amplified, and then modulates the LD2. The mod-
ulated optical output signal from laser LD2 represents distortion products from LD1.
Since laser LD2 is directly modulated with low-level distortion products, it operates lin-
early without significant distortion generation. By combining the output of laser LD2

with the optical signal from laser LD1 in the 90:10 optical coupler, an efficient trans-
portation over fiber is achieved, which facilitate the mitigation of distortion and laser
intensity noise at the receiver. Finally, PD2 coherently adds the detected RF signals,
resulting in the suppression of unwanted distortion products through counter-phase ad-
dition. In summary, several additional components are employed in this scheme when
compared with conventional A-RoF systems, including an electrical splitter, LD, PD,
two variable electrical amplifiers, two electrical delays, two optical couplers and a hy-
brid electrical coupler. The main drawback of this scheme is the high complexity, cost
and the need for precise adjustments to properly reduce the IMD products at the system
output.

In [43], authors presented the dual-parallel linearization technique, in which the po-
larization voltage of the MZMs are independently controlled to mitigate the IMD prod-
ucts. This scheme is illustrated by Figure 1.5. The linearization is achieved by using
the distortions produced by the MZM1 to interact with the distortions from MZM2 [43].
In this diagram, MZM1 is biased at Vπ with a π phase difference between the electri-
cal signals modulated on its electrodes, while MZM2 is biased at Vπ/2, assuming equal
half-wave voltages (Vπ/2) for both MZMs. This configuration results in carrier suppres-
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Figure 1.5: Diagram of the dual-parallel linearization scheme: [adapted from [41]].

sion in MZM1, ensuring efficient information transmission, while MZM2 operates at
quadrature point. This innovative scheme holds promise for improving high-linearity
performance in optical communication systems. Recent studies have demonstrated that
this technique can effectively mitigate non-linear distortions [41, 44, 45]. However, its
implementation can be very challenging. Factors such as cost, complexity of the re-
quired components and the need for accurate adjustments for properly compensating
the distortions should be taken into consideration.

In summary, a large portion of optical-domain linearization approaches requires ad-
ditional components, precise, adaptive, and fast response control at different operating
points. In parallel, electrical-domain linearization techniques have been proposed for
simplifying the linearization process [27, 46–50].

The analog pre-distortion technique is one approach for linearizing A-RoF sys-
tems [38, 51, 52]. Figure 1.6 depicts the simplified block diagram of the analog-pre-
distortion, which splits the RF signal into two branches. One parcel of the RF signal is
applied to an electrical delay, whereas the second part is applied to a non-linear path.
The non-linear device component is designed to create IMD products, which have its
magnitude and phase controlled by an amplifier and phase shifter, respectively. To
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Figure 1.6: Diagram of the analog pre-distortion [adapted from [38]].
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linearize the A-RoF system, the generated IMD produced by the analog pre-distortion
circuit must be precisely adjusted to cancel with the IMD generated by the A-RoF
system. The major analog pre-distortion drawback is related to limitations on lin-
earization bandwidth. Additionally, the linearization performance also can be affected
by the non-linearities produced by the amplifier and phase shifter. Besides the electri-
cal delay, the phase shifter and amplifier must be precisely controlled, increasing the
operation complexity.

The DPD has been considered the most prominent solution for linearization in the
electrical domain [27,53–55]. The DPD concept lies in compensating for nonlinearities
within systems through pre-distorting the input signal, leading to a notable enhance-
ment in the output signal, increasing the overall signal quality. Moreover, DPD plays
a important role in optimizing efficiency by mitigating power losses arising from un-
wanted harmonics and intermodulation products. The cost-effectiveness and standard-
ized nature of DPD have significantly contributed to its widespread adoption across
various applications. Nevertheless, to keep pace with the dynamic technological land-
scape, continuous monitoring of the latest advancements in distortion reduction tech-
niques remains essential. In the context of A-RoF systems, the DPD operating princi-
ple consists of pre-distorting the input signal by a function that is complementary to the
non-linear A-RoF system. Therefore, the distortions introduced by A-RoF system will
reduce the distortions introduced by the DPD, linearizing the system response. The
DPD distortions are ruled by a set of coefficients calculated according to a lineariza-
tion algorithm. One of the most popular approaches to extract the DPD coefficients is
the Least Mean Square (LMS) algorithm. Figure 1.7 illustrates the block diagram of a
conventional DPD system, in which G is the linear gain of the system. To control the
power input into the acquisition unit, it is customary to employ an attenuator within the
feedback loop. During the training, the input and output signals fed the linearization
algorithm, which calculates the coefficients that produce an output signal as similar as
possible to the input signal by reducing a cost function training error.

Copy A to DPD

Digital
Pre-distorter

Training
Error

− 1/G

Non-linear
A-RoF System

Digital Pre-distorter
Training (A)

Input Output

Figure 1.7: Diagram of the digital pre-distortion scheme [adapted from [27]].
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Table 1.1 summarizes the main optical and electrical linearization techniques ap-
plied to A-RoF systems. Distinct performance metrics are usually evaluated when an-
alyzing linearization schemes, including: spurious free dynamic range (SFDR), which
measures the range between the maximum desired signal level and the highest un-
wanted spurious signals in the system output, this means that a higher SFDR value
indicates better performance with less unwanted interference and improved signal ac-
curacy; third order intermodulation distortion (IMD3), which stands for unwanted fre-
quencies at the third harmonic or third-order intermodulation product of the original
input signals; ACLR, which is a metric used to measure the interference caused by
a transmitted signal in adjacent channels in communication systems, such as wire-
less transmission in mobile networks and radio communications; root mean square
error vector magnitude (EVMRMS), which quantifies the difference between the actual
received signal and the ideal signal and is often used to assess the performance of com-
munication systems; normalized mean square error (NMSE), which is a metric used to
evaluate the accuracy of an estimation or prediction model by measuring the average
squared difference between the predicted values and the true values normalized by the
variance of the true values.

Table 1.1: Comparison of A-RoF linearization techniques.

Reference-Year Authors Linearization Type Evaluated Metrics Memory Effect Modulation Method

[26]-(2007) T. Ismail et al.
Optical

Feed-forward
SFDR and

IMD3 Suppression
No Direct

[27]-(2018) M. Noweir et al. DPD
EVM and

NMSE
Yes External

[38]-(2010) Y. Shen et al. analog pre-distortion
SFDR and

IMD3 Suppression
No External

[41]-(2015) W. Jiang et al. Dual-Parallel
SFDR and

IMD3 Suppression
No External

[51]-(2016) R. Zhu et al. analog pre-distortion
SFDR, EVM and

IMD3 Suppression
No External

[54]-(2018) X. Xie et al.
Hybrid

analog pre-distortion and DPD
EVM and

ACLR
Yes Direct

[56]-(2006) S-H. Lee et al.
Cross-gain
Modulation

SFDR and
IMD3 Suppression

No Direct

[57]-(2021) M. Noweir et al. DPD
EVM, ACLR
and NMSE

Yes External

[58]-(2010) B. Hraimel et al. Mixed-Polarization
SFDR and

IMD3 Suppression
No External

[59]-(2014) Y. Cui et al.
Digital

Post-processing
IMD3 Suppression No External

These metrics enable to evaluate the RF signal in-band (IB) and out-band (OB)
distortions. The linearization techniques were applied in directly and externally modu-
lated A-RoF systems, since both schemes present non-linear behavior. In directly mod-
ulated systems, non-linearities are specially produced by the LD. On the other hand, in
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externally modulated systems, non-linearities come specially from the MZM. In sum-
mary, A-RoF linearization techniques improves the performance of MZM in optical
communication systems. Nonetheless, all techniques have limitations and trade-offs,
and the most suitable approach will depend on the specific requirements of the sys-
tem. Further researches regarding ML-based approaches have been conducted aiming
developing more robust and efficient methods for linearizing A-RoF systems.

Recent advances in computational capacity and the increase in the available data
sets have enabled new ML approaches, which might be applied in distinct network
layers, aiming to deal with the unprecedented growth in the complexity of the commu-
nication systems [28, 29]. For instance, in the 6G conception, ML-based solutions are
considered an enabling technology for increasing the efficiency of distinct levels of the
mobile networks [60].

In this context, Najarro et al. have described a model based on an artificial neural
network (ANN) for distortion compensation by estimating the inverse response of a
A-RoF system [61]. The received EVMRMS was the metric evaluated. They have var-
ied the number of hidden layers and neurons per hidden layer to properly estimate the
A-RoF system inverse response. The estimate inverse response was used for compen-
sating the non-linear distortions at the A-RoF output. In other words, they have pro-
posed an ANN equalizer for A-RoF system, which has improved the received EVMRMS

from 4.027% to 2.605%.

A DPD approach based on ANNs was investigated by Hadi et al. to overcome the
A-RoF system impairments caused by non-linearities [62]. They have compared the
ANN-based DPD solution with the conventional Volterra-based DPD scheme, which
is commonly implemented using indirect learning architecture (ILA) or direct learn-
ing architecture (DLA). Authors showed a reduction in EVMRMS and ACLR, when
compared to the Volterra approach. Moreover, they demonstrated that the ANN DPD
solution enhances the trade-off between linearization performance and complexity.

A deep ANN for decoding RF signals was reported in [63]. Their goal was to pro-
vide a low-cost decoder and equalizer for mobile fronthaul links. Authors have taken
advantage of the powerful fitting capability of ANN to decode the received signals
and simultaneously mitigate the signal impairments due to the A-RoF system non-
linearities. Their ANN solution has outperformed the conventional Volterra equaliza-
tion followed by a hard decision detection.

In [30], authors have demonstrated an A-RoF system equalization using an ANN
equalizer for compensating the non-linear signal compression due to the in-band dis-
tortions. They have introduced the concept of multi-level activation function, which
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enhances the ANN non-linearity representation capability for properly compensating
the A-RoF non-linear response. The goal was to mitigate the cross-modulation effect,
which is the non-linear interaction between the signal in-phase and quadrature compo-
nents, caused by in-band distortions. This effect results in compression in the signal
and it is more severe when high-peak to average power ratio (PAPR) waveforms are
employed. Authors have investigated signal compression by analyzing the constella-
tion of the received signal. Later, authors also proposed an ANN equalizer to mitigate
the interference between multiple users in uplink transmissions [64].

In summary, ANNs have been applied to A-RoF system for overcoming the non-
linear degradation that reduces the overall performance of the system. It has been
demonstrated that ANN solutions are a powerful tool to learn complex behavior, which
is the case of the non-linear effects of the A-RoF systems. Additionally, the ANN
solutions simplify or even outperform the conventional linearization solutions.

1.3 Research Contribution

The main contribution of this thesis is the proposal and implementation of novel
ML-based schemes for linearizing A-RoF systems. Firstly a ML-based linearization
was designed for compensating memoryless non-linear distortions introduced by the
MZM. The ML-based linearization can be used as a pre- or post- distortion scheme,
with similar linearization performance. The pre-distortion scheme compensates the
MZM non-linearities before the signal transmission, avoiding the spectrum regrowth
that could add interference to the adjacent channels. Moreover, the effect of the non-
linearities on the noise is also significant. While the pre-distortion schemes operate at
high signal-to-noise ratio (SNR), the post-distortion scheme operates on the received
signal, in which the noise is more prominent, degrading the SNR. The post-distortion
operation affects the noise statistics, meaning that the detector designed to deal with
additive white Gaussian noise (AWGN) can underperform under this situation. A study
regarding the generalization capabilities of these approaches was also performed. The
goal was to propose a robust linearization scheme against time-variations of the MZM
behavior, such occurrences may arise due to aging or variations in the MZM feed struc-
ture, for example. The linearization schemes proposed in this thesis does not require
complex and laborious re-calibration procedures over time. Typically, the variation
due to the component aging and/or fluctuations in the MZM polarization voltage is ex-
pected to fall within a range of 10% over a period of five years. The novel linearization
approach does not require new training campaigns when the MZM parameters change
over time promoting robustness against time variations in the non-linear A-RoF system
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response. Hence, this approach reduces the network CAPEX and OPEX

In A-RoF systems, a PA is employed for amplifying the RF signal before radiation
over the covered area. It is well known that PA introduces memory non-linear dis-
tortions to the signal, which also must be take in consideration during the design of
the linearization algorithm. Therefore, a second ML-based linearization scheme was
proposed for linearizing an amplified-A-RoF system. This approach is based on RNN
since this ANN has an internal memory structure that can be used for compensating
the memory effect. In this case, the goal was to reduce the CAPEX of the mobile net-
work infrastructure and to increase the flexibility of the mobile network operators for
allocating RF power to serve different remote regions.

The proposed ML-based linearization schemes were envisioned for eRAC applica-
tions. In this scenario, it is interesting to extend the optical fronthaul link aiming to
cover remote regions. When the optical fronthaul link is extended, linear distortion
may arise due to especially chromatic dispersion (CD). In addition to mitigating mem-
oryless and memory non-linear distortions, the linearization algorithm must address
CD linear distortion as well. Hence, a yet another scheme was proposed to compen-
sate the aforementioned distortions. Finally, Table 1.2 summarizes the main contri-
butions and aspects of the ML-based linearization schemes proposed and evaluated in
this thesis.

Table 1.2: Summary of the proposed ML-based linearization schemes.

Paper
Number

Journal or
Conference

Linearization
Technique

Linearization
Scheme

Non-linear
Distortion Type

Non-Linear
Device Main Contribution

PAPER 1 IEEE PTL
Pre- and Post

Distortion MLP Memoryless MZM
Proposal of MLP-based
linearization schemes

PAPER 2 IEEE Phot. Journal Pre-Distortion
MLP
OSFL Memoryless MZM

Proposal of a MLP-based
linearization scheme for

time-varying
A-RoF systems

PAPER 3 JMOe Pre-Distortion MLP Memoryles MZM
Further discussion on the

proposed MLP-based
linearization schemes

PAPER 4 IEEE/Optica JOCN
Pre- and Post

Distortion
RNN
MLP

Memoryles and
Memory MZM + PA

Proposal of RNN-based
schemes for amplified

A-RoF systems

PAPER 5 IEEE ICECCME Pre-Distortion RNN
Memoryless
and Memory MZM + PA

Evaluation of activation
functions of RNN for

amplified A-RoF systems

PAPER 6 IEEE/Optica JLT Pre-Distortion ARVTDNN
Memoryless,

Memory
and linear CD

MZM + PA

Proposal of an
ARVTDNN-based

scheme for linearizing
amplified A-RoF

systems considering
chromatic dispersion

PAPER 7 IEEE IMOC Pre-Distortion
ARVTDNN
Polynomial
Regression

Memoryless
and Memory MZM + PA

Integration of the
ARVTDNN-based

linearization scheme
in a FiWi system
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1.4 Thesis Outline

This thesis is structured in four chapters. Chapter 2 presents the technical back-
ground of C-RAN, A-RoF systems, non-linear devices, ANNs and linearization schemes
for A-RoF systems, which are the main technologies and techniques studied in this the-
sis. Chapter 3 brings the main results obtained during this work, which are presented
in form of original scientific papers. It is important to mentioned that the version of
the papers included in this thesis underwent modifications in comparison to the origi-
nal published papers. The intent behind these modifications was to achieve uniformity
in variables across the text while also integrating supplementary results. Finally, the
conclusions and future works are drawn in Chapter 4.





Chapter 2

Technical Background

THIS chapter describes the main techniques, technologies, components, archi-
tectures and theoretical foundations encompassing C-RAN, A-RoF, non-linear

devices, ANNs and linearization schemes for A-RoF systems.

2.1 Centralized Radio Access Network (C-RAN)

The demands of 5G necessitate a scalable and efficient RAN solution. In distributed
radio access network (D-RAN) architectures, the BBU and RRH are located at the
cell sites of mobile networks. Typically, the base-band processing functions are inte-
grated within the BS, with the RRH placed close to the antennas and connected with
BBU. Although is widely employed, D-RAN suffers from scalability issues and ef-
ficiency, which might hinder its use for attaining the high bandwidth and low latency
demanded for 5G. Moreover, the OPEX and CAPEX of D-RAN significantly increases
as the number of BS is expanded, since each new site will require a complete energy
and cooling infrastructure, along with a considerable physical area. The CAPEX en-
compasses the costs associated with network construction, including site acquisition,
RF and base-band hardware, software licenses, and installation. On the other hand,
OPEX refers to the costs incurred for network operation, such as electricity, site rental,
maintenance, and upgrades. These expenditures pose a significant challenge for fu-
ture wireless generations due to the anticipated increase in the number of cell sites.
Consequently, D-RAN is not considered a competitive RAN solution for 5G and be-
yond [21, 65, 66]. As a result, the industry has shifted towards newer architectural
approaches like C-RAN, which offers enhanced flexibility and centralized base-band
processing, making it better suited to meet the requirements of 5G and future networks.

Figure 2.1 shows the C-RAN architecture, which has been considered the most

17
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Figure 2.1: Centralized radio access network: BBU- baseband unit; RRH- remote radio head.

prominent RAN architecture for 5G networks. This fact can be attributed to its central-
ized base-band processing, scalability, cost efficiency, and dynamic resource allocation
capabilities. Through centralization, C-RAN efficiently manages network resources,
reducing redundancy and operational expenses for operators. Its scalability facilitates
seamless expansion to address the increased capacity demands of 5G, with easy inte-
gration of RRHs into the centralized BBU pool. The low latency and high capacity
of C-RAN are pivotal for real-time applications and MIMO technology. Furthermore,
virtualization fosters energy efficiency, streamlined software upgrades, and simplified
maintenance procedures, making it a promising solution to cater to the diverse require-
ments of 5G networks. While C-RAN stands out, selecting the optimal architecture
hinges on deployment scenarios and specific use cases, with alternatives like D-RAN
or hybrid approaches [21]. In C-RAN architectures, the core network is connected to
the CO using a backhaul link. A functional split can be applied by placing a distri-
bution unit (DU) between the CO and RRH. This approach enables for minimizing
latency and increasing the system flexibility. In this case, an optical midhaul link is
employed to connect the CO and DU. Otherwise, the remote radio unit (RRU) is di-
rectly connected to the CO by a fronthaul link. Microwave and optical technologies
might be applied in these links.

In recent years, the use of digital radio over fiber (D-RoF) techniques for data
transmission over fronthaul links has intensified. Commonly used digital transmission
standards are: Common Public Radio Interface (CPRI); enhanced Common Public
Radio Interface (eCPRI); Open Base Station Architecture Initiative (OBSAI); Open
Radio Equipment Interface (ORI). Although D-RoF is widely employed, increas-
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ing data throughput and implementing MIMO transmissions in 5G networks require
extremely high transmission rates, which hardly can be accomplished using D-RoF.
This fact is related to the low bit transmission efficiency of the CPRI standard used in
D-RoF [67,68]. This becomes even more critical as the operating frequency increases,
due to the need for increasing the sampling frequency. In summary, the CPRI standard
has low spectral efficiency since the available bandwidth resources are quickly de-
pleted as the transmission rate increases. Therefore, methods to improve transmission
efficiency in D-RoF systems, applying data compression, have been proposed [69,70].
At the same time, the interest in the A-RoF solution in the fronthaul has intensified.

2.2 Radio over Fiber (RoF) Systems

In millimeter wave transmissions employing D-RoF, the signal sampling becomes
even more critical factor since high sampling frequency bandwidth analog-to-digital
converters (ADCs) and digital-to-analog converters (DACs) are required. Although
modern fronthaul links widely employ D-RoF, it presents scalability issues, high-
power consumption and costly operation considering the millimeter-wave operating
scenario [71, 72]. The focus of this thesis relies on A-RoF that employs external mod-
ulation. Figure 2.2 illustrates the A-RoF solution, in which the simplified RRH is
composed by only electrical-to-optical (E/O) or optical-to-electrical (O/E) conversions
and PAs. Simplification is achieved by moving the RF front-end to the CO, as well
as eliminating the ADC and DAC from the RRH [73]. Therefore, the RF might be
transported in the fronthaul link at the wireless channel radio frequency of the access
network. However, this approach presents higher susceptibility to chromatic dispersion
and non-linear distortions, compared to the D-RoF solution [74]. The RF signal also
can be transported in the fronthaul link in intermediate frequency or in its base-band
form. In this case, the RF front-end must to placed in the RRH to up-convert the RF
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Figure 2.2: Centralized radio access network assisted by the analog radio over fiber system.
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signal to channel central frequency.

A-RoF systems perform the E/O conversion through direct or external modulation
techniques, in contrast to D-RoF systems that rarely employ external modulation [75].
The primary reasons are complexity and bandwidth constraints. Furthermore, em-
ploying external modulators can lead to increased costs, larger system size, and signal
degradation compared to direct modulation, which offers a simpler and more cost-
effective solution. Figure 2.3 shows the block diagram of the direct modulation A-RoF
system. In direct modulation, the RF signal is applied directly to the laser driven
current. The RF signal modulates the optical signal by modifying the light intensity,
producing an intensity modulation in the optical carrier. It is important to notice that a
bias tee component is used for combining the analog signal with a direct current (DC)
source for modulating the optical carrier. Therefore, the envelope of the optical signal
at the laser output follows the RF signal. The direct modulation technique has lower
costs compared to external modulation, which makes it attractive especially for appli-
cations with data rates of up to 10 Gbit/s. The data rate limitation is imposed by the
laser time response and the chirp, caused by optical carrier phase variations over time.
In parallel, external modulation is employed to overcome these issues.

+

SMF

ElectricalOptical

PDLD

Bias Tee

DC Source

Analog Signal

Figure 2.3: Simplified block diagram of the directly modulated A-RoF system.

Figure 2.4 illustrates the external modulation scheme, in which an MZM Lithium
Niobate (LiNbO3)-optical modulator is typically employed. The modulated signal at
the MZM output is launched into a single-mode fiber (SMF) and photodetected by
PD. As demonstrated in Figure 2.5, the optical signal is split into two branches. In
the superior branch, the RF signal is applied to the MZM electrodes and the effective
modal index of the waveguide is modified by a polarization voltage (VBIAS), resulting in

Analog Signal

LD

DC Source

MZM PD

SMF

Optical Electrical

PC

+

Figure 2.4: Simplified block diagram of the externally modulated A-RoF system.
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a phase variation. Sequentially, the two branches of the MZM are combined to create
an intensity modulation in the optical signal.

LiNbO3

Analog Signal VBIAS

Input
Signal

Output
Signal

Electrodes

Figure 2.5: Single-drive Mach-Zehnder modulator schematic.

The MZM transfer function is commonly approximated by a cosine shape func-
tion [76]. The optical carrier modulation process creates spaced optical carrier side-
bands according to the frequency of the RF signal (f ). The main operating points of
the optical modulator are demonstrated in Figure 2.6. These operating points are set
by varying VBIAS in relation to the half-wave voltage of MZM (Vπ), which is the volt-
age necessary to introduce phase of π radians between the branches. In the absence of
polarization voltage, the electric fields of the optical carrier in the two branches have
equal phases and, therefore, are constructively combined at the output of the device,
which is known as maximum transmission point (MATP). The minimum transmission
point (MITP) is achieved when VBIAS=Vπ, which means that a phase shift of 180◦ is
produced between the modulator branches. In this case, the RF signal at the frequency
of interest is attenuated since the signal at the optical carrier frequency are destruc-
tively combined. Finally, the quadrature point (QP) occurs when VBIAS = Vπ/2, which
is typically employed in A-RoF to reduce the non-linear distortions. It can be observed

Figure 2.6: Transfer function and main operating points of the Mach-Zehnder modulator.
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infinity operating points and phase combinations between the modulator branches, de-
pending on the chosen operating point on the optical transmittance curve.

The optical spectrum for each operating point can be observed from the insets of
Figure 2.6. At the MATP point, the detected RF carrier frequency is twice that of the
RF-driven signal, resulting from the suppression of the first sidebands, spaced at the
RF frequency from the optical carrier. Conversely, the QP point maintains the detected
signal frequency identical to the RF-driven signal, facilitating signal recovery at the
PD output. Lastly, in the MITP point, the direct detection process generates an RF
carrier with a frequency again twice that of the RF-driven signal, as the optical carrier
is considered suppressed.

2.3 Non-linear Devices

Many devices have non-linear behavior, for instance, PA, LD, transistors and diodes.
This work focuses only on the MZM and PA non-linearities, which are commonly em-
ployed for implementing the transport link of C-RAN networks. Non-linearities appear
when a signal with a variable envelope is applied to the non-linear device input, gen-
erating intermodulation products. This unwanted effect appears at frequencies outside
the signal band, interfering with adjacent channels, as well as within the signal band,
interfering with the signal to be transmitted.

Let xn represent the input, and yn represent the output of a device, representing the
discrete samples of complex input and output signals. Here, n denotes the index of
each sample in time. Depending on the signal power, distortions in the signal might
be observed at the device output, which can be noticed in time and frequency do-
mains. In the time domain, the distortions will affect the signal magnitude and phase,
as illustrated in Figure 2.7 (a) and (b). In this figure, the signal magnitude has been
normalized to ensure that the maximum value of the signal is unity, and the minimum
value corresponds to zero. This normalization was solely performed to enhance visu-
alization. It can be noticed that both magnitude and phase of the signal at the device
output are changed as a function of the input signal magnitude, decreasing the overall
system performance. As RF signal power increases, the distortions will become more
severe, which will demand a linearization scheme to keep the system performance. It is
important to emphasize that even in linear systems, distortions may be present. In this
way, the observed distortion may not necessarily be attributed to a non-linear behavior.
Therefore, a practical investigation was conducted to assess the non-linear distortion
in external modulation and direct detection, which is more discernible in the frequency
domain.
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Figure 2.7: Distortions in time-domain, where xn and yn are the samples of the input and
output signals, respectively, where | · | stands for the module of a complex signal and ∠· denotes
the phase of a complex symbol.

An investigation of harmonic distortions for an external modulation and direct de-
tection was performed, which means that a MZM modulator and a PD was used. In
this investigation, the RF signal was generated by an analog signal generator (PSG-
E8267D) operating at 500 MHz. This RF signal was then applied to a Fujitsu FTM7939
EK MZM, capable of supporting up to 23.5 dBm RF power. The optical carrier, gen-
erated at 1550 nm with an optical power of 12 dBm, was produced using a tunable
Golight laser source. This optical carrier was also directed to the MZM, where it un-
derwent modulation with the RF signal. The maximum optical input power allowed
for the FTM7939 EK is 17 dBm. A EoT ET-5000F PD was employed for direct signal
detection, followed by analysis using a Keysight DSAV084A oscilloscope. Figure 2.8
presents a photography of the harmonic distortion experiment.

Figure 2.8: Photography of the harmonic distortion experiment.
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In this analysis, only harmonic distortions will be observed as we are applying a
one-tone signal solely to the electro-optic modulator input. The input RF signal power
was varied from 1 to 20 dBm and the output RF power was measured at PD. Fig-
ure 2.9 illustrates the harmonic generation due to MZM non-linear response. The 2nd

harmonic corresponds to 2f , the 3rd harmonic corresponds to 3f , and so on. More-
over, we have applied approximately 3 V DC voltage to the MZM, which results in
operation at the quadrature point. It can be observed that the RF power of harmonics
rapidly increases as RF power at MZM input increases, becoming even higher than
the fundamental component. Although there is a considerable difference between the
fundamental signal and spurious harmonics (≥ 40 dB), non-linear distortions can sig-
nificantly impact signal quality, especially for high-level RF input and when broadband
modulated signals is transmitted.
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Figure 2.9: MZM harmonic generation.

Figure 2.10 illustrates optical power spectrum at MZM input for a double-sideband
modulation, considering a two-tone signal, with same RF power as input. This re-
sult was obtained by using the Optisystem software, which is designed for simulating
optical communications systems. It can be observed that harmonics, sum and sub-
traction intermodulation products are generated and upconverted by the optical carrier
at 1,552.525 nm or ≈ 193.1 THz. We can notice that the MZM non-linear IMD and
harmonics generation it is similar to the well known PA. Considering that a memory
polynomial model is widely adopted for modeling PA non-linearities, this result sug-
gests that a polynomial model can also be used for representing the MZM non-linear
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Figure 2.10: Spectrum of the optical signal at the MZM output.

power response.

Considering the mentioned non-linearities, a signal processing tool will be required
to remove the distortions imposed by the MZM and PA. Pre-distortion and equaliza-
tion techniques are commonly employed to perform this task, which often requires
a mathematical model to represent the non-linear behavior. This model has a set a
coefficients that are evaluated during the training process. In this model, the output
samples are defined by the input samples taken to different powers and weighted by
the coefficients of the model. A non-linear system model enables to properly represent
a non-linear device output as close as possible to the real measured output for the same
input signal. The memoryless and memory system models are often employed for rep-
resenting non-linear devices, which is the case of the MZM and PA, considered in this
work.

2.4 Artificial Neural Networks (ANNs)

The ANN is a subclass of the ML algorithms that has been widely employed to
solve complex computational tasks [77]. An ANN used for analog radio over fiber
linearization can be compared with conventional linearization schemes in terms of
their effectiveness, complexity, and adaptability.

The ANN-based A-RoF linearization employs a machine learning approach that
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can efficiently learn the non-linear characteristics of the A-RoF system. The ANN is
trained with input-output data pairs to create a model that maps the non-linear input-
output relation, enabling it to compensate for distortions effectively. The advantage of
this approach lies in its ability to adapt and handle complex non-linearities without the
need for detailed mathematical models.

On the other hand, conventional linearization schemes are based on established
signal processing techniques or pre-determined mathematical models. While these
techniques can provide good performance under certain conditions, they may struggle
to address more complex non-linearities effectively.

The key differences between ANN-based RoF linearization and conventional schemes
are as follows:

• Adaptability: ANN-based approaches can adapt to changing A-RoF system char-
acteristics and can account for non-linearities beyond the scope of conventional
techniques.

• Complexity: ANN-based linearization can handle complex A-RoF non-linearities
without the need for a detailed mathematical model, whereas conventional schemes
may require precise system modeling and calibration.

• Learning from Data: The ANN learns from input-output data pairs, enabling it to
capture complex effects in the A-RoF system. Conventional techniques rely on
predetermined algorithms, which might not be as flexible in adapting to different
scenarios.

• Performance: ANN-based linearization has the potential to achieve higher per-
formance in mitigating non-linear distortions compared to conventional meth-
ods, especially in scenarios where conventional techniques may become less
effective.

The ANNs was inspired by the biological brain and was first proposed by Warren
McCulloch and Walter Pitts in 1943 [78]. In 1980, more sophisticated training methods
and architectures were proposed, which has increased the interest in ANNs by the
scientific community. However, at that time, the computational capacity has limited
the ANNs employment. Moreover, other ML-based techniques, such as Support Vector
Machine (SVM) have been proposed and offer more interesting results and theoretical
foundations when compared with ANNs [79]. Therefore, the study of ANNs was put
aside.

Advances in computing power and the increase in available data sets have con-
tributed to the recent interest in ML [28, 29]. Many ML techniques have been studied
over the years. Supervised, unsupervised and reinforcement learning are some exam-
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ples of ML techniques. In supervised learning, the model learns from a desired labeled
data set. In contrast, unsupervised learning does not require the labeled data set and
the model is trained without any guidance. Finally, reinforcement learning is when the
model interacts with the environment to learn using the trial-and-error approach based
on rewards [79, 80]. In this thesis, only supervised learning is considered.

A supervised ANN learns the relation among the input samples and the target la-
beled samples by using a set of training instances NTR, with the purpose of creating an
approximated function to map the input and target data samples. An ANN has been
considered an interesting tool to deal with non-linear systems since it is capable of
learning complex non-linear behaviors.

In this thesis, the ANN is employed as a linearization scheme for A-RoF systems.
For instance, an ANN can be used for implementing pre- and post-distortion lineariza-
tion techniques based on a linear regression operation. In this case, a supervised ANN
can learn a behavioral model given its input and output samples.

2.5 Linearization Schemes for A-RoF Systems

The DPD has been considered the most prominent solution for linearization of digi-
tal communication systems, once it can be designed using conventional methods, based
on LMS, or innovative ML-based solutions [81]. Considering non-linear A-RoF sys-
tems, the DPD operating principle consists of pre-distorting the input signal by a func-
tion that is complementary to the non-linear A-RoF system. By leveraging ML-based
solutions, the response of the A-RoF system can be obtained by training neural net-
works with samples of the signal at the system input and output. This requires creat-
ing a data set, enabling the use of a supervised learning approach. Once the A-RoF
system response is effectively modeled by the neural network, it can be employed to
construct either a pre-distortion or post-distortion scheme. Therefore, the distortions
introduced by the A-RoF system will considerably mitigate the distortions introduced
by the DPD, linearizing the system response. Figure 2.11 presents the magnitude of
the RF signal in the discrete-time domain, which allows us to verify the influence of
the DPD scheme in the waveform. The DPD block applies the A-RoF post-inversion
response for pre-distorting the orthogonal frequency division multiplexing (OFDM)
signal. As a result, the cascade response of the DPD block and the A-RoF system
produces a linear response. Figures 2.11 (a) and (b) demonstrate that in the regions in
which the non-linear A-RoF response compress the signal, the DPD expands and vice
versa. In other words, in the time domain, the cascade response of the DPD block and
the A-RoF TX block produces a signal close to the non-distorted original signal. The
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next sub-chapters present some linearization schemes for A-RoF systems.
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Figure 2.11: OFDM signal magnitude as a function of time samples.

2.5.1 Orthogonal Scalar Feedback Linearization

The waveform employed in the mobile communication network is assumed to be
OFDM, which is given by

xn =
M−1∑

m=0

dme
−j2π m

M
(n+1), (2.1)

where dm is quadrature amplitude modulation (QAM) symbol carried by the mth sub-
carrier, m ∈ {0, 1, 2, . . . , M−1} and n ∈ {0, 1, . . . , N−1} is the time index. In this
case, the orthogonal scalar feedback linearization (OSFL) DPD, proposed in [49], was
employed. Digital samples of the pre-distorted signal are applied to the MZM. The
MZM modulates the optical carrier from LD and the power of the LD beam affects the
non-linear behavior of the optical modulator, as well as the DC voltage coming from
the VBIAS component. The effects of LD and VBIAS might be inherently considered in
the polynomial model coefficients. The MZM, polarized by a DC voltage provided by
the VBIAS block, presents a memoryless non-linear behavior. This implies that instan-
taneous samples at the device output depend solely on the input samples at the same
moment and are not influenced by past samples. This memoryless behavior can be
modeled by a transfer function given by [27]

yn =
J−1∑

j=0

hj|vn|jvn, (2.2)

where J stands for the non-linear order of the memoryless polynomial model, vn are
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the samples input signal, yn the samples of output signal and hj are the polynomial
model coefficients. In this work, the coefficients are given by

hj =




1.1 + j0.4

0.2 + j0.6

0.7 + j0.2

0.5 + j0.7

0.3 + j0.5



. (2.3)

It is worth to mention that the coefficients were randomly generated since will
change for distinct MZMs components. It is important to emphasize that the coef-
ficients of the MZM component were generated with the specific goal of achieving
convergence between the models described in the literature and the benchtop compo-
nents in our laboratory. Consequently, the coefficients may exhibit variation for distinct
MZM models. The employed non-linearity order was J = 5, aligning with prior re-
search that has already conducted practical investigations into the polynomial model
for A-RoF links [53, 82].

The OSFL DPD is a pruned version of scalar feedback linearization (SFL) [83]. The
basic idea of SFL is to optimize a scalar cost function (C(ζj)) for obtaining the DPD
coefficients. The scalar feedback does not require time synchronization and magnitude
normalization, as the linear regression-based approaches [49]. Distinct cost functions
can be selected aiming for reducing the out-band or in-band distortions, or even both
interference. The main metrics used by the SFL DPD are the ACLR, EVMRMS, and
mean-squared error (MSE). While the ACLR is used to minimize the out-band distor-
tions, the EVMRMS is used to minimize the in-band interference. The MSE is employed
to reduce both interference. It is important to notice that by improving one metric, the
other one will be also improved. For instance, a DPD optimized for the ACLR will
also improve the EVMRMS and vice-versa [49]. Since C(ζj) changes at each iteration,
any generic mathematical linearization algorithm might be employed to optimize the
cost function. The main drawback of the SFL is the inter-dependency among the coef-
ficients. In other words, the evaluation of the jth coefficient of ζj leads to the reeval-
uation of all previous coefficients ζ1, ζ2, . . . , ζJ−1, which must be re-defined. This
procedure significantly increases the overall convergence time.

On the other hand, the OSFL performs an orthogonalization process of the coef-
ficients ζj , followed by numerical optimization of the scalar cost function aiming to
reduce the algorithm convergence time. The main goal of the OSFL is to remove the
inter-dependency among the coefficients, which means that the evaluation of one co-
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efficient does not affect the previous ones. The orthogonalization process is based on
minimizing the difference (residual vector) when a new coefficient order is being ad-
justed. In other words, the orthogonalization produces a new set of coefficients (ζRj

)
that is incorporated in the DPD coefficients for promoting orthogonality. The coef-
ficients ζRj

are obtained using a least squares estimation algorithm. It is important
to highlight that this process might be repeated for enhancing the pre-distortion ac-
curacy. The OSFL approach provides faster convergence when compared with the
SFL technique since the orthogonalization of the coefficients simplifies the optimiza-
tion process. More details and mathematical description of OSFL DPD can be found
in [49]. In this thesis, the OSFL scheme was used as a benchmark for our proposed
ANN-based DPD linearization method. This analysis is presented in PAPER 2.

2.5.2 MLP-Based Linearization for Memoryless Non-linear Dis-
tortions

The multi-layer perceptron (MLP)-based linearization scheme presented in this the-
sis is designed to compensate for the non-linear distortions produced by the MZM. Let
us consider the block diagram of the equivalent base-band system model of A-RoF
system depicted in Figure 2.12. The data symbols (dm) are applied to the base-band
OFDM modulator, which applies (2.1) to generate xn. The first step for linearizing an
A-RoF system employing an ANN consists of training the ANN. Supervised learning
might be used during the training process. This means that a data set containing the
training instances and their desired labels is required. Considering the block diagram
presented in Figure 2.12, the data set can be generated when none of the linearization
schemes are employed, i.e., s1 and s2 are in position 0. After generating the data set,
the ANN might be trained. Details of the MLP-based linearization scheme training
process are presented in PAPERS 1, 2 and 3.
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Figure 2.12: Block diagram of the equivalent base-band system model of analog radio-over-
fiber system.

Creating a comprehensive and a representative data set is of utmost importance for
training neural networks effectively. Such data sets play an important role in enhancing
the overall performance of ML models. By providing a diverse and representative set
of examples, the neural network can learn robust features and patterns, enabling it to
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make accurate predictions on new, unseen data. A high-quality data set ensures that
the neural network can generalize well beyond the training samples, which is crucial
to avoid overfitting and achieve reliable performance on real-world data. Therefore,
the initial step in designing an ML-based linearization scheme involves creating the
data set for the A-RoF system. The process of creating the data set is outlined in
Algorithm 1.

Algorithm 1 Generating the training data set for A-RoF Systems
Switch the switches s1 and s2 from Figure 2.12 to the 0 position
for i = 1 to Number of OFDM blocks do

Generate the ith training OFDM block by applying (2.1), with M = 2048
Generate the signal at the MZM output by applying (2.2), using J = 5 and the

coefficients presented by (2.3)
Storage the samples of the OFDM symbols at MZM input and output to be used

as training labels and to feed the ANN, respectively
end for

Now, considering that the ANN is already trained, the MLP-based linearization
schemes can be used. Two possibilities for introducing the linearization schemes were
considered. The switches from Figure 2.12 define which scheme is employed. For s1
in position 1 and s2 in position 0, the pre-distortion scheme is employed, whereas post-
distortion is employed when s1 is in position 0 and s2 is in position 1. It is important
to highlight that the same training process is used for both approaches.

Given the utilization of the pre-distortion scheme, the pre-distorted signal can be
generated through the application of the ANN prediction method, a process accom-
plished by employing [79]

v =
L+1∑

`=0

φ(W` × x` + b`), (2.4)

where v is the vectored version of vn, (.)` is the `th layer from the ANN, W is the
matrix of weights, b is the biases vector and φ(.) is the non-linear activation function.

Regarding the MLP neural network architecture, Figure 2.13 presents the block
diagram of the MLP ANN. It is important to note that for the input layer (` = 0),
x0 is given by (2.1), with x = [x0, x1, ..., xN−1]

T , x ∈ CN×1. For the next layers
(` = 1, ..., L+ 1), x is given by the preceding layer output, since the `th layer is fully
connected with the (`− 1)th layer.

The pre-distorted signal is applied to the MZM, which can be represented by (2.2).
At the MZM output, the signal is launched in an SMF that can have tens of kilometer
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Figure 2.13: Multi-layer perceptron ANN architecture composed of the following layers: input
layer (` = 0); hidden layers (` = 1, ..., L); output layer (` = L + 1). Each layer has O`

neurons.

to deliver the signal at the RRH. In this first analysis, it was assumed that the SMF and
PD responses are impulsive denoted by gn = δn. In other words, we have not consid-
ered the linear and non-linear effects of fiber-optics transmissions and also the noises
produced in the photodetection process. Thereby, the proposed ML-based schemes
focus on reducing the MZM non-linearities. Considering the above assumptions, the
linearized signal is given by

zn = yn ∗ gn + wn, (2.5)

where gn is the nth sample of the impulse response and wn is the AWGN. Algorithm 2
summarizes the pre-distortion scheme process.

The post-distortion scheme might also be employed. This means that s1 is in po-
sition 0 and s2 is in position 1 (xn = vn). In this case, samples of the non-distorted
discrete OFDM signal are directly applied to the MZM. Again, the discrete signal at
PD output is given by (2.5) and is applied to the ML-based post-distorter, which applies
(2.4), with zn as input, to obtain the linearized signal (cn). Algorithm 3 summarizes
the post-distortion scheme, considering a data set that is unknown to theANN.
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Algorithm 2 Proposed MLP-based pre-distortion scheme
Select the number of OFDM blocks considered for the performance evaluation of
the linearization scheme
Position switch s1 to position 1 and s2 to position 0
for i = 0 to number of OFDM blocks do

Generate the ith test OFDM block by applying (2.1), with M = 2048
Apply the generated OFDM block to the MLP-based pre-distorter, and get the

output applying the ANN predict method
Generate the signal at the MZM output by applying the non-linear model (2.2)

using samples of the signal at the MLP-based pre-distorter output as input. Use
J = 5 and the coefficients provided by (2.3)

Obtain the signal at the PD output by utilizing (2.5)
Conduct the OFDM symbol demodulation
Utilize the EVM, NMSE, and ACLR metrics for evaluating the linearization

performance of the pre-distortion scheme
end for

The performance evaluation of this ML-based approach is demonstrated in PA-
PERS 1 and 3. We have also applied the aforementioned approach to design a novel
linearization scheme capable of generalizing possible variations of MZM parameter,
leading to a non-recalibrated linearization scheme. This scheme introduces robustness
to the system against time variations dispensing new costly training campaigns. More-
over, the linearization performance of the proposed scheme was also compared with a
conventional state-of-the art solution, aiming evaluating the linearization performance
and algorithm complexity. This analysis can be found in PAPER 2.

Algorithm 3 Proposed MLP-based post-distortion scheme
Select the number of OFDM blocks considered for the performance evaluation of
the linearization scheme.
Position switch s1 to position 0 and s2 to position 1.
for i = 0 to number of OFDM blocks do

Generate the ith test OFDM block by applying (2.1), with M = 2048
Generate the signal at the MZM output by applying the non-linear model (2.2)

with samples of OFDM symbol as input. Use J = 5 and the coefficients provided
by (2.3).

Obtain the signal at the PD output by utilizing (2.5).
Apply the samples of the signal at PD output to the MLP-based post-distorter,

and get the output applying the ANN predict method
Conduct the OFDM symbol demodulation
Utilize the EVM, NMSE, and ACLR metrics for evaluating the linearization

performance of the pre-distortion scheme.
end for
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2.5.3 RNN-Based Linearization for Memory Non-linear Distortions

In C-RAN architectures based on A-RoF transport network, the photodetected sig-
nal at the RRH must to be amplified before being radiated to the covered area. An elec-
trical PA is used to perform this task. Similar to the MZM, the PA also has a non-linear
behavior, which means that the linearization scheme must also deal with the PA non-
linearity, which has a dynamic behavior that can not be represented by a memoryless
polynomial model, since a memory effect at the PA output is observed. The memory
effect is a variation of the amplitude-to-amplitude (AM/AM) and amplitude-to-phase
(AM/PM) functions due to the past input levels, which means that the instantaneous
PA output does not depends only on the corresponding instantaneous input. The mem-
ory depth (Q) parameter defines how many previous samples have an influence on the
instantaneous signal at the PA output. In this case, the memory polynomial model, is
widely adopted for modeling the PA behavior. Since the PA non-linearities has mem-
ory, an ANN capable of dealing with a system with memory effect is necessary. For
this reason, we have employed a RNN, since it has an internal memory structure. Ad-
ditionally, memoryless devices, such as MZM, can be considered a special case of
memory system and, therefore, also can be modeled using this ANN architecture. This
implies that even a memoryless system can be represented by a memory model by
setting the memory depth parameter to zero [84].

Figure 2.14 depicts the block diagram of the equivalent base-band system model
of an amplified A-RoF. Firstly, it is necessary to create the training data set. This
data set must contain the desired labels, which are the original OFDM signal (xn) and
the distorted signal at the PA output pn, as describe by Algorithm 4. Details of RNN
training process, as well as its hyperparameters, can be found in PAPERS 4 and 5.
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Figure 2.14: Block diagram of the equivalent base-band model of amplified A-RoF system.

Once trained, the RNN might be used as a pre- or post-distortion scheme aiming
to achieve the desired linearization. Considering that the pre-distortion scheme was
employed, the output of each hidden layer at time step t with t ∈ {1, · · · , T s}, is
given by [79]
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V̂(t) = φ
(
P(t)Wp + V̂(t−1)Wv + b

)
, (2.6)

where Ts is the RNN internal memory depth. Let P(t) ∈ RN×nf denote the input ma-
trix at Ts= t, where nf corresponds to the input training number of features instances.
Furthermore, we define V̂(t−1) ∈ RN×O` as the output matrix from the previous Ts.
It is important to highlight that the output of the `th layer will be the input of the
(`+ 1)th layer. Additionally, as illustrated in Figure 2.15, the input (` = 0) and output
layer (` = L + 1) are composed of non-recurrent neurons, meaning that V̂(t−1) and
Wv are zeroed in these layers. The `th hidden layer, ` ∈ {1, · · · , L}, has two sets of
weights matrices Wp ∈ RO`−1×O` and Wv ∈ RO`×O` , in which are stored the input
vector weights of the current Ts and for the output of the previous Ts, respectively.
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Figure 2.15: RNN architecture composed of the following layers: input layer (` = 0); hidden
layers (` = 1, ..., L); output layer (` = L+ 1). Each layer has O` neurons.

The pre-distorted signal (vn) is applied to the A-RoF TX block, which is described
by (2.2). At the MZM output, the signal is launched in an SMF to be delivered at
the RRH. Again, gn stands for the combined impulse response of SMF and PD, which
means that zn is obtained by applying (2.5). The signal at PD output is amplified before
being radiated. Typically, the PA is modeled using a memory polynomial model.

The PA usually operates close to its 1-dB saturation point, introducing memory
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non-linear distortions that can be modeled as [85, 86]

pn =

Q−1∑

q=0

K−1∑

k=0

ξq,k |zn−q|k zn−q, (2.7)

where ξq,k are coefficients of the PA model, with q ∈ {0, 1, · · · , Q − 1} and k ∈
{0, 1, · · · , K − 1}, in which Q is the memory depth and K the non-linear order of the
model. It is important to highlight that K and Q depend on the specific components
and architecture used to build the PA [85].

For the sake of simplicity, (2.7) can be written in matrix form. Firstly, let us define
ξ as the matrix of coefficient of the memory polynomial model, ξ ∈ CQ×K , which was
randomly generated. The chosen values of K and Q align with commonly employed
parameters for modeling amplifiers in mobile communication systems [53, 82, 85].
Through extensive preliminary testing and studies, we have observed that our proposed
linearization scheme effectively operates across a wide range of coefficient combina-
tions One example of this matrix is given by

ξ =




1.077 + j0.06 0.04 + j0.09 0.08 + j0.08 0.07 + j0.02 0.01 + j0.03

0.097 + j0.09 0.07 + j0.01 0.08 + j0.08 0.01 + j0.08 0.04 + j0.04

0.03 + j0.03 0.09 + j0.03 0.06 + j0.02 0.08 + j0.04 0.04 + j0.05


 .

(2.8)

For the sake of simplicity, consider Z ∈ CQ×K , as a matrix containing samples of
the input signal, which are organized as follows

Z =




zn zn|zn| · · · zn|zn|K−1

zn−1 zn−1|zn−1| · · · zn−1|zn−1|K−1

...
... . . . ...

zn−Q+1 zn−Q+1|zn−Q+1| · · · zn−Q+1|zn−Q+1|K−1



, (2.9)

where the nth output sample of the memory polynomial model is obtained by perform-
ing the sum of all elements of the matrix resulted from the Hadamard product between
ξ and Z as follows

pn =
∑

q,k

[ξ � Z]q,k , (2.10)

where � is the Hadamard product, q ∈ {0, 1, · · · , Q− 1} and k ∈ {0, 1, · · · , K − 1}.
Finally, we can rewrite (2.7) as a column vector given by p = [p0, p1, · · · , pN−1]

T,p ∈
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CN×1. Due to the causal response of the PA, the samples with negative indexes in
(2.10) are considered to be zeroed. This representation considerably simplifies the
implementation of the model in a numerical simulator, for instance, using Python.
This is achieved since only matrix operations is required, while still yielding the exact
same result as expected when applying (2.7).

The training process is similar to the one presented for the MLP-based lineariza-
tion scheme. However, now we need to account for the PA both in data set creation
and performance evaluation. Algorithm 4 outlines the data set generation process for
amplified A-RoF systems with memory effect.

Algorithm 4 Generating the training data set for amplified A-RoF Systems with mem-
ory effect

Switch the switches s1 and s2 from Figure 2.14 to the 0 position..
for i = 1 to Number of OFDM blocks do

Generate the ith training OFDM block by applying (2.1), with M = 2048

Generate the signal at the MZM output by applying (2.2), using J = 5 and the
coefficients presented by (2.3)

Generate the signal at the PA output by applying (2.10), using K = 5, Q = 3

and the coefficients presented by (2.8)
Storage the samples of the OFDM symbols at MZM input and PA output to be

used as training labels and to feed the ANN, respectively
end for

Algorithm 5 encompasses all processes related to the pre-distortion approach. It
is important to note PA was considered during the RNN training process and is also
considered for the performance evaluation.

Alternatively, the OFDM signal could also be linearized using the post-distortion
scheme showed in Figure 2.14, considering that s1 is in position 0 and s2 is in position
1. Algorithm 6 summarizes all the process involved with the RNN-based post distor-
tion approach. In this case, xn = vn is directly applied to the MZM. Similarly to the
pre-distortion approach, the signal at the PD output is given by (2.5). This discrete
signal is applied to the RNN-based post-distorter, which applies (2.6) for obtaining the
linearized signal (cn).

The performance evaluation of this ML-based approach is demonstrated in PA-
PER 4. We also investigated the impact of Ts and compared it with a memoryless
ANN (MLP). Moreover, PAPER 5 reports the investigation of activation function
influence on the algorithm linearization performance.
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Algorithm 5 Proposed RNN-based pre-distortion scheme
Select the number of OFDM blocks considered for the performance evaluation of
the linearization scheme.
Position switch s1 to position 1 and s2 to position 0.
for i = 0 to number of OFDM blocks do

Generate the ith test OFDM block by applying (2.1), with M = 2048
Apply the generated OFDM block to the RNN-based pre-distorter, and get the

output applying the ANN predict method
Generate the signal at the MZM output by applying the non-linear model (2.2)

using samples of the signal at the RNN-based output as input. Use J = 5 and the
coefficients provided by (2.3)

Obtain the signal at the PD output by utilizing (2.5).
Generate the signal at the PA output by applying the non-linear model (2.10)

using samples of the signal at the PD output as input. Use K = 5, Q = 3 and the
coefficients provided by (2.8)

Conduct the OFDM symbol demodulation
Utilize the EVM, NMSE, and ACLR metrics for evaluating the linearization

performance of the pre-distortion scheme.
end for

Algorithm 6 Proposed RNN-based post-distortion scheme
Select the number of OFDM blocks considered for the performance evaluation of
the linearization scheme.
Position switch s1 to position 0 and s2 to position 1.
for i = 0 to number of OFDM blocks do

Generate the ith test OFDM block by applying (2.1), with M = 2048
Generate the MZM output signal by applying the non-linear model (2.2), with

OFDM symbol samples as input. Use J = 5 and the coefficients provided by (2.3)
Obtain the signal at the PD output by utilizing (2.5).
Generate the signal at the PA output by applying the non-linear model (2.10)

with samples of the signal at PD output as input. Use K = 5, Q = 3 and the
coefficients provided by (2.8).

Apply the samples of the signal at PA output to the RNN-based post-distorter,
and get the output applying the ANN predict method

Conduct the OFDM symbol demodulation
Utilize the EVM, NMSE, and ACLR metrics for evaluating the linearization

performance of the pre-distortion scheme.
end for
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2.5.4 Polynomial-Based Linearization for Memory Non-linear Dis-
tortions

Considering that the relation between an input and output signal of an A-RoF sys-
tem might be modeled by a polynomial expression, a polynomial-based linearization
might also be employed. The goal here is to fit a polynomial regression to the data
from a data set containing the training instances (pn) and desired labels (xn). In this
case, the normal equation can be employed to obtain the model coefficients. The nor-
mal equation requires that the number of rows be much greater than the number of
columns. In this case, this condition is satisfied with (N − Q + 1) � (QK). In this
way, the normal equation is given by [87]

β =
[
PH

RPR
]−1

PH
RxR, (2.11)

where (.)−1 is the matrix inversion operation, (.)H is the Hermitian operator, β ∈ C(QK)×1

and PR is given by

PR =




pQ−1 |pQ−1|0 · · · p0 |p0|0 · · · pQ−1 |pQ−1|K−1 · · · p0 |p0|K−1

pQ |pQ|0 · · · p1 |p1|0 · · · pQ |pQ|K−1 · · · p1 |p1|K−1

...
. . .

...
. . .

...
. . .

...
pN−1 |pN−1|0 · · · pN−Q |pN−Q|0 · · · pN−1 |pN−1|K−1 · · · pN−Q |pN−Q|K−1


,

(2.12)

where PR ∈ C(N−Q+1)×(QK) and

xR =




xQ−1

xQ
...

xN−1



, (2.13)

is a vector containing (N −Q+ 1) samples of xn.

Figure 2.16 depicts the block diagram of the scheme used for estimating the co-
efficients of the polynomial-based DPD. In this diagram, xn is the original discrete
OFDM signal and pn is the discrete signal at the PA output. The coefficients of the
polynomial-based linearization (β) are obtained by employing (2.11). The first step
for training a polynomial-based linearization scheme relies on choosing the degree of
the polynomial. This enables properly fitting the model to the data.
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Figure 2.16: Block diagram of the scheme used to train the polynomial-based DPD.

Once trained, the coefficients of the model (β) are copied to the linearization block,
which can be a pre- or post-distortion schemes. Now, let us consider that the RNN pre-
and post- distorter blocks from Figure 2.14 are exchanged by processing blocks based
on polynomial linearization. When pre-distortion is employed, the pre-distorted signal
(vn) is given by (2.10) with β and X and as inputs. It is important to notice that X
is obtained using (2.9) and β needs to be re-arranged to a (Q ×K) matrix. Similarly
to the pre-distortion scheme, the post-distortion can be accomplished by using (2.10)
with pn as input and the calculated coefficients β.

The normal equation for polynomial regression has several advantages. It provides
a solution to the problem of finding the coefficients of the polynomial that best fits
the data. Moreover, it can be easily implemented. On the other hand, this solution has
some important disadvantages. For instance, the degree of the polynomial must be cho-
sen carefully to avoid overfitting, otherwise it can hinder the algorithm generalization
capability. This solution is also high-sensitive to outliers in the data, which can be-
come a problem, since OFDM has high PAPR. In addition, the normal equation might
also not be suitable for high-correlated signals. This is known as multicollinearity and
can hinder the accurate estimation of the coefficients of the regression model. In this
case, the coefficients become very sensitive to small changes in the data, which can
lead to unstable and unreliable results. Finally, this model also may not work well for
data sets with a large number of variables. Although its disadvantages, the polynomial
model was used as a benchmark for our proposed ML-based linearization techniques
and the results are discussed in PAPER 7.

2.5.5 Compensating Chromatic Dispersion, Memoryless- and Mem-
ory Distortions using ARVTDNN

Now, let us consider that the optical fronthaul link needs to be extended to cover
remote areas. For this long-reach optical fronthaul, chromatic dispersion kicks in and
introduces linear distortions as well. This means that besides memoryless and memory
non-linear distortions, the system will also be affected by a linear distortion. All these
interference must be compensated in a A-RoF. Otherwise, in-band distortions will
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deteriorate quality of service to the end user, whereas out-band distortions may cause
interference in services operating adjacent channels.

Figure 2.17 shows the block diagram of the equivalent base-band model for the
scenario considered in the analysis. For this case, an ARVTDNN was employed, since
an ANN capable of dealing with linear and non-linear distortions is required. Al-
though RNN can deal with memory effect by employing an internal memory structure,
it was observed that recurrent neurons are not the best option when a linear effect is
also observed. An ARVTDNN might be used to overcome this issue since it receives
the base-band samples of the transmit waveform and stores them in a time delay line
(TDL). This means that all the information necessary to compensate time correlated
effects is available for the ML algorithm.

Base-Band
OFDM

Modulator
1

0

ARVTDNN
Pre-distorter

A-RoF TX
Block

PD

Remote Radio Head (RRH)Central Office (CO)

PA
dm xn

s1 xn

vn

Long-reach
Fronthaul

yn

SMF

pnzn

Optical Electrical

Figure 2.17: Block diagram of the equivalent base-band system model considering CD.

Consider now that the ARVTDNN was trained, according with the details presented
in PAPER 6. The ARVTDNN is trained using a data set containing the original input
signal (vn) and the distorted signal at PA output (pn).

From the system model point-of-view, the base-band equivalent representation can
be used considering the new ANN and the linear CD effect. Figure 2.18 depicts the
block diagram of the ARVTDNN, which is composed of L + 1 layers. The `th layer
has O` neurons, with ` ∈ {0, ..., L+ 1}. In this diagram, the first 2 blocks receive the
real and imaginary values of the waveform. The remaining K − 1 blocks receive the
absolute value of the Q samples raised to the k power. Therefore, the input layer has
Q(K + 1) neurons, meaning that the ANN has all the necessary information to com-
pensate for the memory effect. Therefore, the input layer depends on the PA memory
depth Q and non-linear order K, since the ANN is fed with K+1 blocks of Q samples
to compensate for the memory effect. This approach enables capturing time-varying
patterns and dependencies in the data, which is the case of the memory effect of PAs.

Like the MLP-based linearization scheme presented in Sub-chapter 2.5.2, the pre-
distorted signal (vn) will be given by (2.4). It is important to notice that, for this case,
the ANN input will be composed of Q(K + 1) neurons. It is assumed that the impulse
response of SMF can no longer be considered impulsive. The SMF introduces CD that
leads to a variation in the fiber frequency response, which is given by [88, 89]
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G
(
ejωT

)
= e−jA(ωT )

2

, A =
Dλ2Lz

4πcT 2
, (2.14)

where D is the SMF dispersion parameter, λ is the optical carrier wavelength, Lz is
the SMF length and c is the speed of light. The digital frequency is represented by
ωT = 2πfT , in which T stands for the sampling period. The CD impulse response is
given by the inverse Fourier transform of (2.14), which leads to non-causal and infinite
impulse response (IIR). The authors in [88] have shown that the CD can be properly
represented using a finite impulse response (FIR) filter by truncating the IIR with an
odd number of taps Nt, leading to

gn =

√
1

j4Aπ
ej

n2

4A ,−
⌊
Nt

2

⌋
≤ n ≤

⌊
Nt

2

⌋
, Nt = 2 b2Aπc+ 1, (2.15)

in which b.c returns the largest integer smaller than the argument. It is important to
mention that the optical fiber exhibits an impulse response at the sample signaling
rate of the OFDM symbol. However, the system response is obtained through the
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Figure 2.18: ARVTDNN architecture composed of the following layers: input layer (` = 0);
hidden layers (` = 1, ..., L); output layer (` = L+ 1). Each layer has O` neurons
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convolution between the fiber response and the wireless channel response. This leads
to spreading in the resultant impulse response. Consequently, the cyclic prefix (CP)
needs to be sized to cover the wireless channel convolved with the response of the fiber.
Hence, the analysis should be performed at the sample signaling rate, considering the
system as a whole.

The training process is similar for the previous proposed schemes. However, now
we need to account for the power amplifier and chromatic dispersion both in data set
creation and performance evaluation. Algorithm 7 outlines the data set generation
process for this case.

Algorithm 7 Generating the training data set for amplified A-RoF Systems with mem-
ory effect and chromatic dispersion

Position switch s1 to position 0
for i = 1 to Number of OFDM blocks do

Generate the ith training OFDM block by applying (2.1), with M = 2048
Add the cyclic prefix to protect the OFDM block from inter-block interference
Generate the signal at the MZM output by applying (2.2), using J = 5 and the

coefficients presented by (2.3)
Generate the signal at the PD output by applying (2.5), incorporating gn de-

scribed by (2.15)
Generate the signal at the PA output by applying (2.10), using K = 5, Q = 3

and the coefficients presented by (2.8)
Storage the samples of the OFDM symbols at MZM input and PA output to be

used as training labels and to feed the ANN, respectively
end for

Using this model and assuming that the PD does not introduce distortions, the sig-
nal at the PA input and output are given by (2.5) and (2.7), respectively. Algorithm 8
describes all process related to the ARVTDNN-based pre-distortion process, consid-
ering the chromatic dispersion. During the training phase, the target labels will be
R(v) and I(v), where v is the vectored version of vn with Q samples. During the
ARVTDNN training, a loss function is minimized, in other words, the ANN is trained
to compensate the A-RoF by learning the inverse response of the A-RoF system. This
estimated response is afterward used in the pre-distortion block, producing the desired
linearization.

The performance evaluation of the proposed ARVTDNN-based linearization scheme
is reported in PAPER 6. In addition, the proposed scheme was also evaluated for
a fiber/wireless (FiWi) system. The goal was to demonstrate that the linearization
scheme enables a seamless integration of the A-RoF system to a wireless link.
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Algorithm 8 Proposed ARVTDNN-based pre-distortion scheme
Select the number of OFDM blocks for the performance evaluation
Position switch s1 to position 1
for i = 0 to number of OFDM blocks do

Generate the ith test OFDM block by applying (2.1), with M = 2048
Add the cyclic prefix to protect the OFDM block from inter-block interference
Apply the generated OFDM block to the RNN-based pre-distorter, and get the

output applying the ANN predict method
Generate the signal at the MZM output by applying the non-linear model (2.2)

using samples of the signal at the RNN-based output as input. Use J = 5 and the
coefficients provided by (2.3)

Obtain the PD output by utilizing (2.5), incorporating gn described by (2.15).
Generate the signal at the PA output by applying the non-linear model (2.10)

using samples of the signal at the PD output as input. Use K = 5, Q = 3 and the
coefficients provided by (2.8)

At the receiver side, remove the cyclic prefix
Conduct the OFDM symbol demodulation
Utilize the EVM, NMSE, and ACLR metrics for evaluating the linearization

performance of the pre-distortion scheme.
end for

2.6 Conclusions

In this chapter, the necessary foundation for designing linearization schemes for
A-RoF systems was discussed, including concepts of C-RAN, A-RoF, non-linear de-
vices, ANNs and linearization schemes. The C-RAN and A-RoF are key cost-effective
solutions for providing connectivity in remote and rural areas, since reduce the main-
tenance and implementation costs. It was also discussed the concepts of non-linear
devices. Understanding the non-linear device response allows for the identification
and mitigation of undesirable effects on the system. By comprehending non-linear
system behavior, it is possible accurately modeling and characterize the non-linearities
present in the system. This knowledge serves as the foundation for developing effec-
tive linearization techniques that counteract the non-linear effects and restore linearity
within the system. Moreover, the knowledge of the system non-linear behavior is also
required to select the most appropriated approach to effectively mitigate the non-linear
effects.

This chapter also presented a discussion about ANNs which is crucial for design-
ing ML-based linearization schemes. ML-based solutions enable accurate modeling
of complex non-linear systems. Understanding ML allows for choosing the most ap-
propriated ANN architecture, and optimization techniques for improving the system
linearity, reducing distortions, and enhancing the overall system performance.



Chapter 3

Summary of Original Work

This thesis is based on a set of papers published or submitted for publication in
peer-reviewed journals, conference proceedings. These papers present the main results
on the use of ML-based algorithms for linearization of A-RoF systems. The set of
papers bringing the main contributions of this work are presented below.
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Linearization Schemes for Radio over Fiber
Systems Based on Machine Learning Algorithms

Luiz A. M. Pereira, Luciano L. Mendes, Carmelo J. A. Bastos-Filho and Arismar Cerqueira S. Jr

Abstract—This work is regarding the concept and implemen-
tation of pre- and post-distortion schemes idealized for analog
radio-over-fiber (A-RoF) systems. A-RoF systems have been
considered potential to increase the capillarity of future mobile
networks. However, the integration of the radiofrequency (RF)
and optical systems might introduce nonlinearities that increase
the in-band and out-band interferences. The proposed schemes
employ a multi-layer perceptron (MLP) artificial neural network
(ANN) linearization for reducing the signal distortions. We
have applied our linearization schemes to orthogonal frequency
division multiplexing (OFDM) signals for investigating its per-
formance, in terms of root mean square error vector magnitude
(EVMRMS), normalized mean square error (NMSE) and adjacent
channel leakage ratio (ACLR). Numerical results demonstrate
promising linearization performance, since the EVMRMS has been
kept as low as 3%, attaining NMSE and ACLR lower than below
-30 dB and -35 dB, for input RF power up to 23 dBm.

Index Terms—Artificial neural network, machine learning, pre-
distortion, post-distortion and radio-over-fiber.

I. INTRODUCTION

OPTICAL communication systems have been integrated
with wireless access networks for combining fiber optics

high capacity and wireless transmission flexibility. Analog
RoF (A-RoF) systems constitute a key solution for fifth
generation of mobile communications (5G) that exploit cen-
tralized radio access networks (C-RANs) [1]. A-RoF favors
the network function centralization, which brings important
benefits, such as sharing the network’s resources, reduction
of deployment costs and the system maintenance/operation
simplification [2].

One of the 5G premises is to provide ubiquitous connectiv-
ity, which includes covering the enhanced remote area commu-
nications (eRAC) scenario [3]. However, in this operating sce-
nario, the few potential subscribers discourage infrastructure
investment. In this context, some cost-effective solutions are
being conducted, including the Remote Area Access Network
for the 5th Generation (5G-RANGE) project [4], which aims
for exploiting TV white space (TVWS) opportunities for
providing 5G communications in eRAC scenario. In this way,

This work was supported by RNP-MCTIC Grant No. 01245.020548/2021-
07, under the 6G project, CNPq, CAPES, FINEP and FAPEMIG.
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reducing the signal’s out-of-band emissions (OOBEs) is of
major concern to avoid co-channel interference.

In A-RoF systems, a Mach-Zehnder modulator (MZM) is
employed for modulating the optical carrier with the radiofre-
quency (RF) signal. The MZM response might be modeled
as a linear function for small signals. However, in this work
we are especially interested in a flexible RF power allocation
to maximize the electrical-to-optical conversion efficiency,
enabling to cover different remote regions [5]. Therefore, a lin-
earization scheme might be applied to reduce the signal OOBE
due to a nonlinear RF-photonics response. Table I presents a
comparison among our proposals and others form the state-of-
art linearization schemes. One can note our approach provides
lower complexity when compared to other solutions. The main
reason for this outcome is the fact that memory effect can be
neglected to properly tackle the non-linearities introduced by
the MZM [6]. As a result, a simple artificial neural network
(ANN) structure is recommended and employed, allowing the
use of a multi-layer perceptron (MLP) ANN.

TABLE I
STATE-OF-THE-ART ON A-ROF LINEARIZATION SCHEMES

Reference Type Memory Complexity
[7] Volterra-based Yes High
[8] ANN-based Yes High
[9] ANN-based No Medium

[This work] ANN-based No Low

This letter reports the proposal and implementation of two
machine learning (ML)-based linearization schemes especially
designed to reduce the RF-photonics distortions. Typically,
pre-distortion schemes are preferable over post-distortion ones,
since they are able to mitigate the spectral regrowth pro-
duced by the MZM non-linearities, preventing the occupation
of a wider channel bandwidth. Moreover, the pre-distortion
schemes operate at high signal-to-noise ratio (SNR), which
means that the noise statistics on the receiver side are un-
changed. On the other hand, the main advantage of the
post-distortion scheme is that it can be employed to also
compensate the linear distortions introduced by the channel,
acting as an equalizer, although it would not prevent the
channel spectrum regrowth and the noise at its output will
be colored. Therefore, it is expected that the pre-distortion
schemes outperform the post-distortion ones.

The paper main goal is to expand the dynamic range
of the A-RoF system, which enables to extend the mobile
communication coverage. Our proposal also benefits a flexible

Digital Objective Identifier 10.1109/LPT.2022.3151616
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Fig. 1. Analog Radio over fiber block diagram assisted by the proposed machine learning-based linearization schemes.

and dynamic RF power allocation to serve distinct unserved or
underserved remote regions. Moreover, the proposed lineariza-
tion schemes also allow the transmitted RF power increment
without producing significant distortions, favoring the peaceful
coexistence with legacy systems in TVWS applications.

II. ML-BASED PRE- AND POST-DISTORTION SCHEMES

A flexible RF power allocation is a key feature to cover
distinct remote regions. However, as RF power increases,
the RF signal distortions become more severe, decreasing
the overall system performance. In this case, a linearization
scheme must be employed for reducing the signal distortions.
In this paper we will consider two possibilities for intro-
ducing the linearization scheme, as presented in Fig. 1. In
this diagram, the switches s1 and s2 define which scheme is
employed. For s1 in position 1 and s2 in position 0, pre-
distortion scheme is selected. For s1 in position 0 and s2
in position 1, the post-distortion scheme is used. It will be
assumed that the central office (CO) is connected with the core
network by an optical backhaul link. The CO is composed of
an orthogonal frequency division multiplexing (OFDM) base-
band modulator, a pre-distorter block (when applicable), and a
A-RoF TX block, which is composed of a laser diode (LD) and
a MZM, located at remote radio head (RRH). The generated
OFDM signal is given by

xn =

M−1∑

m=0

dme−j2π m
M (n+1), (1)

where n represents the nth sample from the total N sam-
ples, dm is the quadrature amplitude modulation (QAM) data
symbols, which are split in M orthogonal subcarriers. The
complete linearization process was divided into two major
distinct steps as shown in Sections II-A, and II-B.

A. Post-inversion Model Estimation

In this first step, we have used an ANN for estimating the
system post-inversion model. We fed the ANN with a data
set containing samples from an OFDM signal distorted by
the MZM nonlinearities. The aforementioned data set was
generated by considering s1 and s2 in position 0, leading to
vn = xn. In this case, yn is given by

yn =
J−1∑

j=0

hj |vn|jvn, (2)

where hj is the model coefficients, with j = 0, 1, ..., J − 1,
J stands for the nonlinearity model order, vn is the nth
sample of the OFDM signal described by (1) and yn is the

nth sample at the A-RoF TX block output. The nonlinear
model represented by (2) refers to a memoryless polynomial
model [6]. Similarly to [6], we have used J = 5 for modeling
the MZM nonlinearities.

We have employed a MLP ANN for obtaining the A-RoF
post-inversion model. As illustrated in Fig. 2, the ANN is
composed of L + 1 layers, each one of them containing Oℓ

neurons with ℓ ∈ {0, ..., L + 1}. The input and output layers
have two neurons (O0 = OL+1 = 2), since we have fed the
ANN with the real R(zn) and imaginary I(zn) parts of zn.
The ANN is trained using the backpropagation algorithm for
calculating the gradient descent. In this algorithm, the error
between an estimated output (x̂n) and the desired labeled
samples (xn) are backpropagated for optimizing the weights
and, consequently, minimizing the cost function.
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Fig. 2. Diagram of MLP artificial neural network architecture

Fig. 3 illustrates the ANN training process for obtaining
the post-inversion estimation, which is based on a linear re-
gression technique. A matrix of weights (W) is calculated for
producing the MZM component nonlinear inverse response.
The Loss function represents the training error or loss given
by

Loss(W,b) =
1

NTR

NTR∑

n=1

L(xn, x̂n(W,b)), (3)

for which NTR is the number of training instances and L
represents the loss function. During the ANN training process,
the loss function is minimized to reduce the discrepancy

A-RoF TX
Block

Post-inversion
estimation

−

xn

Loss

Post-inversion
estimation

x̂n

zn

Fig. 3. Block diagram of the ML-based post-inversion estimation.



IEEE PHOTONICS TECHNOLOGY LETTERS, VOL. 34, NO. 5, MARCH 1, 2022 3

between the estimated ANN output (x̂n) and the labeled
training signal (xn).

B. Pre- and Post-distortions Schemes

Fig. 4 presents the pre-distortion block diagram, which was
selected by setting s1 and s2 switches to positions 1 and 0,
respectively. The pre-distorter block applies the previously
trained ANN for producing a pre-distorted signal given by

v =

L+1∑

ℓ=0

ϕ(Wℓ × xℓ + bℓ), (4)

where v is the vectored version of vn, (.)ℓ denotes the ℓth
layer from the ANN, W is the matrix of trained weights, b is
the biases vector and ϕ(.) is the nonlinear activation function.
It is important to note that for the input layer (ℓ = 0), x0 is
given by (1), with x = [x0, x1, ..., xN−1]

T , x ∈ CN×1. For the
next layers (ℓ = 1, ..., L + 1), x is given by the preceding
layer output, since the ℓth layer is fully connected with the
(ℓ− 1)th layer.

ML-based
Pre-distorter

A-RoF TX
Block

SMF
+
PD

xn vn yn zn

Fig. 4. Block diagram of the pre-distortion scheme

After the pre-distortion, vn is applied to the A-RoF TX
block, which is modeled by (2). The signal at A-RoF TX
block output (yn) is launched into a single-mode fiber (SMF)
up to a photodetector (PD). In this paper, we generically
assume that the SMF and PD responses are given by an unit
impulse response gn. In other words, we have not considered
the linear and nonlinear effects of fiber-optics transmissions
and also the noises produces in the photodetection process.
Thereby, the proposed ML-based schemes focus on reducing
the MZM nonlinearities. Considering the above assumptions,
the linearized signal is given by

zn = yn ∗ gn + wn, (5)

where (.)∗ represents the convolution operation, gn is the nth
sample of the impulse response and wn is the nth sample of
the uncorrelated Gaussian noise.

Alternatively, the RF signal could also be linearized using
the post-distortion scheme depicted in Fig. 5, considering that
s1 is in position 0 i.e. xn = vn and s2 is in position 1.
Considering the same assumptions made in the pre-distortion
case, the signal at PD output is obtained by applying (5).
Similarly to the pre-distorter block, the post-distorter block
applies the trained ANN for obtaining a linearized version of
the OFDM signal (cn) by applying (4), with zn as input.

A-RoF TX
Block

SMF
+
PD

ML-based
Post-distorter

vn yn zn cn

Fig. 5. Block diagram of the post-distortion scheme

III. RESULTS

This Section reports the proposed linearization schemes re-
sults, aiming to cover eRAC applications by exploiting TVWS
opportunities. We also report the procedure for training the
ANN, including its hyperparameters. The MLP architecture
used in this work presents a trade-off between simplicity and
capacity for operating with nonlinear continuous variables.

In our proposed MLP ANN input layer, two neurons were
employed with no activation function. Such network config-
uration was also applied to the output layer since the ANN
output must be the linearized version of the OFDM signal.
In summary, two hidden layers are capable of performing a
regression task if the used activation function are nonlinear.
Considering the aforementioned proposed operating scenario,
two hidden layers were the smallest tested dimension that
produced a trade-off between complexity and performance. In
the first and second hidden layers, 32 and 16 neurons were
employed, respectively. Such neuron numbers were obtained
by accomplishing preliminary tests. Regarding the activation
function, we have tested rectified linear unit (ReLU), scaled
exponential linear unit (SELU) and tanh, which have produced
similar results, so we have opted for ReLU for performance
evaluation. Furthermore, we have noted that increasing the
neuron numbers in the hidden layers will only generate unnec-
essary complexity since no performance increase was noted.
We have used NTR = 71680 and 30720 samples for training
and validating the ANN, respectively. The training was done
using the Adaptive Momentum (Adam) solver [10], consider-
ing batch sizes with 1024 samples throughout 5000 epochs.
We have monitoring the mean-squared error (MSE) as a stop
criterion (∆min = 10−15), with patience hyperparameter set
to 250, which has lead to 2252-epochs training. The ANN was
trained using the MSE loss function, defined as

L = (an − bn)
2, (6)

We have trained the ANN considering 20-dBm OFDM
signals at 45 dB SNR, resulting in an initial 0.5% root mean
square error vector magnitude (EVMRMS).

The performance of the linearization schemes was evaluated
in terms of EVMRMS, which is given by

EVMRMS(%) = 100

√√√√√
∑M−1

m=0

∣∣∣dm − d̂m

∣∣∣
2

2∑M−1
m=0 |dm|22

, (7)

where |(.)|p is the p-norm operator and d̂m is the mth complex
data received on the mth subcarrier of the OFDM signal. The
normalized mean squared error (NMSE) is another important
metric. It enables to evaluate the discrepancy between two
signals and is defined as

NMSE (dB) = 10 log

(∑N−1
n=0 |xn − zn|22∑N−1

n=0 |xn|22

)
. (8)

The adjacent channel leakage ratio (ACLR) metric is used
for evaluating the signal OOBE and is defined as



IEEE PHOTONICS TECHNOLOGY LETTERS, VOL. 34, NO. 5, MARCH 1, 2022 4

ACLR (dB) = 10 log

(∫
f∈BO

Py(f)df∫
f∈BI

Py(f)df

)
, (9)

where Py(f) denotes the power spectrum density (PSD) of yn
at frequency f , BO defines the out-band and BI defines the
in-band-frequencies range.
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Fig. 6. Proposed linearization schemes performance as a function of RF
Power at MZM input: (a) EVMRMS; (b) NMSE.

Fig. 6 (a) presents the EVMRMS as a function of RF power
at the MZM input for pre- and post-distortion schemes. The
performance evaluation was carried out considering RF powers
from 5 to 25 dBm. The pre-distortion slightly outperforms the
post-distortion, however, both schemes present a remarkable
improvement of the EVMRMS when compared with the nonlin-
earized signal, resulting in EVMRMS as low as 3% for almost
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Fig. 7. Proposed linearization schemes performance in terms of OOBE: (a)
ACLR; (b) normalized PSD.

the entire analyzed RF power range. Fig. 6 (b) presents the
NMSE results. We can note that the NMSE is minimum at
19 dBm, which is close to the RF power used for training the
ANN. Furthermore, for almost the entire analyzed RF power
range, the NMSE was kept below than -30 dB, which can be
considered an excellent ANN generalization capability.

We have also investigated the linearization schemes per-
formance in terms of OOBE. Fig. 7 (a) reports the ACLR
results. We can note that both linearization schemes have
produced a significant ACLR reduction when compared to
the nonlinearized output. When applying one of the proposed
schemes, the ACLR was kept below -35 dB for the input RF
power below 23 dBm. The ACLR reduction can also been
seen in Fig. 7 (b) for input RF power of 20 dBm. We can
observe that without a linearization technique, the A-RoF
nonlinearities results in high OOBE, which might become
prohibitive in TVWS applications. As demonstrated in Fig. 7
(b), the pre- and post-distortion schemes are able to drastically
reduce the OOBE. Hence, the linearization schemes allows the
coexistence of A-RoF signals with legacy technologies.

IV. CONCLUSIONS

This paper presented novel pre- and post-distortion schemes
based on ML for A-RoF systems. Our proposed schemes
employ a MLP artificial neural network for linearizing an
OFDM signal at A-RoF system output. It was numerically
demonstrated both schemes provide high performance in terms
of EVMRMS, NMSE and ACLR. Moreover, it allows increasing
of the transmitted RF power without producing significant
signal distortions, favoring the peaceful coexistence with other
systems, including Digital Television in TVWS applications.
Finally, the proposed ML-based schemes might increase mo-
bile telecommunication operators flexibility to dynamically
allocate RF power in distinct remote regions. As future works,
we envisage to validate and evaluate both pre- and post-
distortion techniques in a real 5G fiber-wireless system.
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Machine Learning-based Linearization Schemes for
Radio over Fiber Systems

Luiz A. M. Pereira, Luciano L. Mendes, Carmelo J. A. Bastos-Filho and Arismar Cerqueira S. Jr

Abstract—This manuscript proposes a novel machine learning
(ML)-based linearization scheme for analog radio-over-fiber (A-
RoF) systems with external modulation. The proposed approach
has the advantage of not requiring new training campaigns
in case the Mach-Zehnder modulator (MZM) parameters are
changed over time. Our innovative digital pre-distortion (DPD)
was designed to favor enhanced remote areas (eRAC) scenarios,
in which the non-linearities introduced by the MZM become
more severe. It employs a multi-layer perceptron (MLP) artificial
neural network (ANN) to model the A-RoF system and estimate
its post-inverse response, which is then applied to the DPD block.
We investigate the ML-based DPD performance in terms of
adjacent channel leakage ratio (ACLR), normalized mean square
error (NMSE), resultant signal root mean square error vector
magnitude error (EVMRMS), and complexity. Numerical results
demonstrate that the intended DPD method is less complex
and outperforms the orthogonal scalar feedback linearization
(OSFL) scheme, which has been considered a state-of-the-art
DPD technique. The proposal has the potential to effectively
and efficiently compensate for the A-RoF nonlinear distortions,
especially in a time-variant system, without needing new training
campaigns.

Index Terms—Artificial intelligence, digital pre-distortion, ma-
chine learning, neural network and radio-over-fiber.

I. INTRODUCTION

OVER the past few years, new services and applications
for mobile communication networks have emerged, re-

sulting in an exponential growth in data traffic at the radio
access network (RAN) and backhaul network [1]. The fifth-
generation of mobile network (5G) ecosystem encompasses a
broad range of new applications, which are related to the most
diverse sectors of the economy and market verticals [2].

To deal with the plethora of services, the 5G network was
divided into three scenarios [3]: enhanced mobile broadband
(eMBB), for providing higher data rates for the end-user;
massive machine type communication (mMTC), for supporting
a large number of power-limited devices connected to the
network; ultra-reliable low-latency communication (URLLC),
for reducing the network time response. Many enabling tech-
nologies are used to support the services expected in each
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scenario, including optical/wireless techniques employed in
the fronthaul architecture [4]. Most of the applied technologies
are prone to reduce cell coverage. Moreover, coverage is also
limited in the URLLC and the mMTC scenarios, since the
power limitation in the device and restriction on the symbol
duration will limit the link budget and robustness against the
long channel delay profile, respectively [5,6].

One scenario that has been attracting attention, especially
in continental-sized countries, is known as enhanced remote
area communications (eRAC) [7]. In this scenario, new busi-
ness models and cost-effective solutions are required to offer
connectivity for subscribers in remote and rural areas [8].
However, this network operating model is usually economi-
cally unattractive, since there are a few potential subscribers at
these locations. Moreover, the capital expenditures (CAPEX)
and frequency licenses have hindered the remote network
deployment [7]. These restrictions must be overcome to finally
offer connectivity in remote areas. Some initiatives have been
proposed to address this problem. The Remote Area Access
Network for the 5th Generation (5G-RANGE) project aims to
exploit TV white space (TVWS) for 5G communications in
remote areas [9]. The TVWS usage demands a low out-of-band
emission (OOBE) waveform, which means the adjacent chan-
nel leakage ratio (ACLR) must be kept as low as possible for
avoiding co-channel interference. The 5G Rural First project
aims to allow local communities to exploit idle 3rd Generation
Partnership Project (3GPP) bands in remote areas [10].

All the initiatives mentioned above show that reducing the
cost of deploying the telecommunication infrastructure is key
for successfully covering remote areas. In this case, analog
RoF (A-RoF) technology [11] can play an important role
in bringing connectivity to unserved or underserved regions
since it might be efficiently used in the transport centralized
radio access network (C-RAN) [12]. The centralization of
the RAN functions allows sharing the processing resources
among different services and applications, favoring the dy-
namic allocation and simplifying the network operation and
maintenance. This approach reduces the CAPEX [1] and
brings more flexibility for the Telecom operators since the
radiofrequency (RF) power for one base station (BS) can be
dynamically allocated according to the demand in each region.
In C-RAN architectures, the core network is connected to
the central office (CO) using a backhaul link. In contrast,
the remote radio unit (RRU) is connected to the CO using a
fronthaul link. Microwave and optical technologies might be
applied in these links. A-RoF is particularly interesting since

Digital Objective Identifier 10.1109/JPHOT.2022.3210454
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it reduces the RRU complexity and occupied bandwidth in the
optical link when compared to the digital RoF (D-RoF) [13].

Recent advances on 5G fronthaul solutions indicate to
the replacement of D-RoF by A-RoF technology. Although
D-RoF is currently widely employed, it presents scalability
issues, high-power consumption and costly operation in the
millimeter-wave frequency range. In [14], authors present a
dual-band A-RoF system using a polarization control to switch
the RF operating frequency and single-sideband modulation
for reducing distortions caused by intermodulation products. A
digital signal processing (DSP)-assisted A-RoF was proposed
in [15], focused on reducing the sampling rate for a high-speed
analog-to-digital converter (ADC) and digital-to-analog con-
verter (DAC) in fronthaul links. Regarding fronthaul flexibility
and latency demands, Datsika et al. demonstrate an A-RoF
fronthaul assisted by a software-defined network (SDN), which
enables dynamically performing network functional splits for
minimizing the system latency.

In order to achieve high-speed modulation, the Mach-
Zehnder modulator (MZM) is typically used to externally
modulate the optical carrier with the RF signal. One challenge
in this approach is to deal with the non-linearities introduced
by the MZM as the input level of the RF signal increases. The
MZM nonlinear response leads to a spectral regrowth, which
is produced by the intermodulation products of the RF signal
and is of major concern in TVWS application. Therefore, a
limited input power must be applied to the MZM input or a
linearization technique must be employed in order to minimize
the signal distortion [16].

The digital pre-distortion (DPD) has been considered the
most prominent solution for the linearization of nonlinear
devices [17–20]. Recent advances in computational capacity
and the increase in the available data sets have enabled
new machine learning (ML) approaches, which might be
applied in distinct network layers, aiming to deal with the
unprecedented growth in the complexity of the communication
systems [21,22]. For instance, in the sixth-generation of mobile
network (6G) conception, ML-based solutions are considered
an enabling technology for increasing the efficiency of dis-
tinct levels of the mobile networks [23]. Najarro et al. have
described a model based on an artificial neural network (ANN)
for distortion compensation by estimating the inverse response
of a A-RoF system [24] . The received root mean square error
vector magnitude (EVMRMS) was the metric evaluated. Addi-
tionally, a DPD approach based on ANNs has been proposed
by Hadi et al. [25]. Authors have shown a substantial reduction
in EVMRMS when compared to a Volterra-based approach. An
ANN for simultaneously equalizing and decoding RF signals
was reported in [26]. The ANN solution has outperformed
the conventional Volterra equalization followed by a hard
decision detection. In [27], authors have demonstrated an
A-RoF system equalization using a multi-level ANN equalizer
for compensating the nonlinear signal compression due to the
in-band distortions. Liu et al. have proposed an ANN equalizer
to mitigate the interference between multiple users in uplink
transmissions [28].

Although the above works have considerably reduced the
A-RoF distortions, a natural component response variation

with time, due to aging and temperature drift, will require new
training campaigns to maintain the system high-performance
level. Moreover, the replacement of silicon components and/or
fluctuations in the MZM polarization voltage might also
demand for a new training campaign, since these variations
would imply in a different nonlinear function [29].

This work main contribution is the proposal and implemen-
tation of a novel ML-based scheme for linearizing A-RoF
systems, which is able to generalize possible variations of
the MZM parameters for enabling a non-recalibrated DPD.
The proposed linearization scheme does not demand new
training campaigns when the MZM parameters change over
time, promoting robustness against time variations in the
nonlinear A-RoF system response in eRAC applications. The
manuscript is structured in six sections. Section II describes
the nonlinear model used for modeling the A-RoF system.
Section III presents the theoretical background on DPD tech-
niques. Section IV introduces the proposed ML-based DPD
concepts, whereas the Section V reports its results. Finally,
the conclusions and future works are drawn in Section VI.

II. BASE-BAND EQUIVALENT RADIO-OVER-FIBER MODEL

The scenario considered in this paper is depicted in Fig. 1.
The Software-defined radio (SDR) approach is used to imple-
ment all the physical layer (PHY) and medium access control
(MAC) functions of the base stations, which run at the CO
server. It will be assumed that BSs will be used to provide
connectivity to remote areas using eRAC, which means that
low out-of-band emission is necessary [7]. The signal from
remote radio head (RRH) is linearized by the proposed ML-
based DPD approach and then applied to MZM. The fronthaul
link is implemented using A-RoF due to its lower operational
expenditure (OPEX), compared to the D-RoF solution. In
case D-RoF is employed, OPEX is significantly increased for
each additional kilometer between CO and RRH, which might
hinder its use in the eRAC scenario [30]. A single CO might
serve multiple eRAC sites. A single-mode fiber (SMF) is used
to distribute the signal to all eRAC sites, where a photodetector
(PD) converts the signal from the optical to electrical domain
and a RRU radiate it over the covered area, giving rise to
a fiber/wireless (FiWi) system. The RRU also receives the
signals from the mobile users and converting them to the
optical domain to be transmitted to the respective BS.

Typically, the MZM transfer function has a nonlinear pe-
riodical behavior, more specifically a cosine-shape function
[31]. Although the MZM transfer function might be considered
approximately linear for small signals [32], in this work we
are interested in maximizing the electrical-to-optical (E/O)
conversion efficiency by operating with flexible RF power
for covering distinct remote regions. The E/O conversion
efficiency is directly proportional to the RF input power, which
will produce high levels of signal distortion, which consists
of intermodulation products and harmonics of the carrier
frequency. This distortion increases the OOBE parameter and
reduces the EVMRMS, affecting the overall performance of the
system. Depending on the levels of the OOBE, it can even
hinder the exploitation of TVWS [7].
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Fig. 1. Machine learning-assisted eRAC scenario; BBU-baseband unit; MZM-Mach-Zehnder modulator; SMF-single-mode fiber; PD-photodetector; PA-power
amplifier; RRU-remote radio unit; eRAC-enhanced remote area communications.

The aforementioned operating scenario claims for a lin-
earization technique to make possible increasing the RF input
power and simultaneously reduce the signal distortion. One
of the main approaches to achieve linearization consists of
using a DPD technique before transmitting the RF signal to
RRU. The DPD power response is the reciprocal of the MZM
power response. Therefore, the combined power response of
DPD and MZM is linear. The behavior of the classic DPD is
defined by a model based on a set of coefficients, which are
defined by a linearization algorithm.

A simplified version of the polynomial model from [17,33]
has been applied to digitally linearize a A-RoF system. In
our investigation, we have not considered the laser diode
(LD) non-linearities, which might introduce a memory ef-
fect. However, as demonstrated in [33], the memory effect
can be neglected in A-RoF systems, since it will not pro-
duce significant performance degradation. We have assumed
a memoryless polynomial model with five coefficients, i.e.
J = 5, which represents a trade-off between performance
and complexity [33]. This non-linearity order was assumed
in all evaluated scenarios. The memoryless polynomial model
is given by

yn =
J−1∑

j=0

hj |vn|jvn, (1)

where J is the polynomial order, hj are the model coefficients,
with j = 0, 1, ..., J−1, vn is the orthogonal frequency division
multiplexing (OFDM) signal given by

xn =
M−1∑

m=0

dme−j2π m
M (n+1), (2)

with n representing the nth sample with n = 0, 1, ..., N − 1
from the total N samples, dm is the quadrature amplitude mod-
ulation (QAM) data symbols, which are split in M orthogonal
subcarriers. yn is the output discrete signal.

III. DIGITAL PREDISTORTION

The DPD has been widely used for mitigating signal dis-
tortions caused by nonlinear devices. The main DPD applica-
tion is the linearization of high-power amplifier (PA), which
typically presents a nonlinear system response. Similarly, the
A-RoF systems also present a nonlinear response, imposed
mainly by the MZM modulator. The DPD operating principle
consists of pre-distorting the input signal by a function that
is complementary to the nonlinear system. Therefore, the
distortions introduced by the nonlinear device will cancel

those added by DPD, linearizing the system response. The
DPD distortions are ruled by a set of coefficients obtained
according to a linearization algorithm. One of the most popular
approach to extract the DPD coefficients is the Least Mean
Square (LMS) algorithm. Fig. 2 illustrates the block diagram
of a conventional DPD system. In this diagram, xn is the
discrete input signal, vn is the pre-distorted signal with shape
ruled by the coefficients ζj , and en is the error signal used to
estimate the system response. The input signal xn and output
signal yn feed the linearization algorithm, which calculates the
coefficient ζj that produces an output signal yn as similar to
xn as possible.

DPD
A-RoF TX

Block

Post-inversion
estimation

−
Copy ζj
to DPD

xn vn yn

en

Fig. 2. Conventional DPD block diagram.

The scalar feedback linearization (SFL) is an alternative
solution to linear-regression DPDs [34]. The basic idea of SFL
is to optimize a scalar cost function (C(ζj)) for obtaining
the DPD coefficients. The scalar feedback does not require
time synchronization and magnitude normalization, as the
linear regression-based approaches. Distinct cost functions
can be selected for reducing the OOBE, in-band distortions,
or even both interferences. The main metrics used by the
SFL DPD are the ACLR, EVMRMS, and mean-squared error
(MSE). While the ACLR is used to minimize the OOBE,
the EVMRMS is used to minimize the in-band interference.
The MSE is employed to reduce both interferences. It is
important to notice that by improving one metric, the other
one will be also improved. For instance, a DPD optimized
for the ACLR will also improve the EVMRMS (and vice-
versa). Since C(ζj) changes at each iteration, any generic
mathematical linearization algorithm might be employed to
optimize the cost function. The main drawback of the SFL is
the inter-dependency among the coefficients. In other words,
the evaluation of the jth coefficient ζj leads to the reevaluation
of all previous coefficients ζ1, ζ2, . . . , ζJ−1, which must be
readjusted. This procedure increases significantly the overall
convergence time.

In this paper we have compared our ML-based DPD solution
with a state-of-the-art DPD technique known as orthogonal
scalar feedback linearization (OSFL) [35], which represents a
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pruned version of the SFL. Basically, the OSFL principle con-
sists of the orthogonalization of the coefficients ζj , followed by
numerical optimization of the scalar cost function. The main
goal of the OSFL is to remove the inter-dependency among the
coefficients, which means that the evaluation of one coefficient
does not affect the previous one. The orthogonalization process
is based on minimizing the difference (residual vector) when
a new coefficient order are being adjusted. In other words,
the orthogonalization produces a new coefficient set (ζRj )
that is incorporated in the DPD coefficients for promoting
orthogonality. The coefficients ζRj

are obtained using a least
squares estimation algorithm. It is important to highlight this
process might be repeated for enhancing the predistortion ac-
curacy. The OSFL approach provides faster convergence when
compared with the SFL technique, since the orthogonalization
of the coefficients simplifies the optimization phase.

The DPD algorithm complexity is an important parameter to
be taken into account. The complexity analysis was carried out
using the float-point operations (flops) counter method, where
one flop is defined as one multiplication followed by and ad-
dition of two float-point numbers [36]. The orthogonalization
algorithm applied to the SFL DPD reduces the complexity,
since only J matrix inversion operation are required (once
for each order) regardless the iterations of the optimization
algorithm [35]. The complexity of an n× n matrix inversion
is O(n3). Since this process is going to be repeated J times,
we can infer a computation cost of OSFL will be

O
(
J
(
(J − 1)3 + 2(J − 1)2(N + 1) + 2(J − 1)N

))
, (3)

which has its complexity mainly governed by the least square
estimation of ζRj

. Considering the dominant term of O, we
can infer that the OSFL DPD computation complexity will
cubically increase with the polynomial model non-linearity
order.

IV. ML-BASED DPD FOR A-ROF SYSTEMS

The ANN is a subclass of the ML algorithms that has been
widely employed to solve complex computational tasks. A
supervised ANN learns the relation among the input samples
and the target labeled samples by using a set of training
instances (NTR), with the purpose of creating an approximated
function to map the input and target data samples. An ANN
has been considered an interesting tool to deal with nonlinear
systems since it is capable of learning complex nonlinear
behaviors.

This section presents two distinct A-RoF system DPD
schemes based on machine learning. The first one was de-
signed to linearize time-invariant systems, while the second
one is used for time-variant systems. The second approach
is interesting for optical/electronic components since their
nonlinear responses can change over time due to aging and
temperature drift. In a conventional DPD, the previously
calculated coefficients must be recalculated to avoid signal
distortion, while the solution for time-variant system proposed
in this paper will accommodate these changes, adding robust-
ness to the pre-distortion process and minimizing the need for
periodical maintenance for the coefficients recalculation.

A. MLP ANN-based DPD for Time-Invariant Systems

Many nonlinear regression techniques have been widely
adopted in recent works, such as Least Absolute Shrinkage and
Selection Operator (LASSO), Random Forest, Support-vector
Regressor (SVR) and multi-layer perceptron (MLP) [37–39].
The MZM non-linearities can be entirely modeled by a mem-
oryless polynomial model. This statement is supported by
[33], in which authors have proved that modeling the A-RoF
system nonlinearities considering the memory effect will only
unnecessarily increase the overall system complexity. For this
reason, ANNs-based pre-distortion schemes that consider the
memory effect were classified as high complexity solutions in
our analysis. On the other hand, our proposed schemes employ
a memoryless polynomial model, which is more appropriate
to tackle the non-linearities introduced by the MZM. Once the
memory effect might be neglected, a simpler ANN structure
could be employed. Therefore, we have chosen the MLP for
developing the ANN-based DPD, since it can be successfully
deployed to represent continuous variables with nonlinear
behavior. Although its simplicity, the MLP can be efficiently
used for solving complex tasks.

The MLP is composed of several units or neurons densely
connected in sequential layers. At least three layers are re-
quired for designing a MLP network, namely input layer,
hidden layer and output layer. It has already been demonstrated
in the specialized literature that a single-layer network can
approximate any continuous function if there is enough data
to train the neural network [40]. This means that a very simple
neural network can already present high non-linear represen-
tation capacity, as long as we employ non-linear activation
functions, have enough examples and computational resources
to train the neural network. In this work, two hidden layers
are enough to represent the nonlinearities imposed by MZM.
Each connection between neurons is represented by a weights
matrix W and a bias vector b, which are calculated accordingly
to the backpropagation algorithm to minimize a cost function.
In summary, the backpropagation algorithm jointly with the
solver compute the gradient of the loss function for the ANN
current weights. Sequentially, the algorithm backpropagates
the error for identifying its parcel related to each connection.
Finally, the weights are updated aiming for minimizing the
cost function.

Fig. 3 illustrates the proposed ML-based DPD for time-
invariant systems. It is based on the indirect learning archi-
tecture, in which a post-inversion system response is obtained
and the matrix of weights W is copied to the DPD block. In
our approach, xn is the original OFDM signal, whereas vn is
the pre-distorted signal at MZM input and yn is the signal at
MZM output, which is obtained by applying (1). In our work,
an ideal feedback loop was considered for training the DPD
coefficients. However, in real A-RoF systems, the required
output feedback signal is typically a few kilometers far from
CO. Our goal is to perform the training in an offline fashion
rather than on-the-fly. This strategy implies in transmitting the
labeled data from CO to the RRH, where signals are collected
for the ANN training; once trained, ANN is not updated
anymore. As a consequence, although costly, the training phase
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only takes place once, since our solution is able to generalize
variations in the A-RoF system time-response.

DPD
A-RoF TX

Block

ML-based Post-
inversion Estimation

−

xn vn

Loss

ML-based Post-
inversion Estimation

yn

Copy W
to DPD

DPD

Fig. 3. Block diagram of the MLP ANN DPD designed for time-invariant
systems .

The MLP ANN is composed of L+1 layers, where each one
of them contains Oℓ neurons per layer with ℓ ∈ {0, ..., L+ 1}.
The post-inversion estimation is obtained by the ANN, as
described in Fig.4. The ANN is fed by a data set containing
two features, which represent the real R(y) and imaginary I(y)
parts of an OFDM signal at the A-RoF system output. The
target labels are composed of the real R(x) and the imaginary
I(x) parts of a non-distorted OFDM signal at the MZM input.

Once trained, an MLP layer performs the following opera-
tion for a given input vector x

v = ϕ(W × x + b), (4)

where W is a matrix containing the MLP weights, x is the
input vector, b is the biases vector, and ϕ(.) is the nonlinear
activation function. Several activation functions, including sig-
moid, rectified linear unit (ReLU), hyperbolic tangent function
(tanh), scaled exponential linear unit (SELU) might be used
[41]. Finally, the loss function to be minimized, which depends
on the estimated instance x̂n and desired instance xn, is
described as follows

Loss(W,b) =
1

NTR

NTR−1∑

n=0

L(xn, x̂n(W,b)), (5)

where NTR is the size of the training set and L(.) is the loss
function to be minimized by tuning W and b.

The neural network performs nonlinear transformations in
the input signal to compensate the A-RoF system distortions. It
means that both input and output layers of the neural network
must contain two features i.e., O0 = OL+1 = 2, which
represent the real and imaginary part of the OFDM symbol.

1

2

R(yn)

I(yn)
...

...

1

2

+

R(x̂n)

I(x̂n)

Hidden
layer 1
ℓ = 1

O1

Hidden
layer L
ℓ = L

OL

Input
layer
ℓ = 0

O0

Output
layer

ℓ = L+1

OL+1

yn x̂n

. . .

Fig. 4. Multi-layer perceptron artificial neural network architecture composed
of the following layers: input layer (ℓ = 0); hidden layers (ℓ = 1, ..., L);
output layer (ℓ = L+ 1). Each layer has Oℓ neurons.

TABLE I
MULTI-LAYER PERCEPTRON ARTIFICIAL NETWORK HYPERPARAMETERS

Input
Layer

Hidden
Layer 1

Hidden
Layer 2

Output
Layer

Number of
Neurons 2 32 16 2

Activation
Function None ReLU ReLU None

Learning
Rate 10-3

Solver Adam

The training data set relied on a hundred OFDM symbols; each
of them with a signal-to-noise ratio (SNR) equal to 45 dB and
1024 samples, resulting in 102400 instances. The other system
hyperparameters are summarized in Table I. The hyperparam-
eters were configured using a heuristic methodology, which
means without a sophisticated random or grid search. Initially,
we started with a few neurons per hidden layer. Sequentially,
these hyperparameters were gradually increased accordingly
with the DPD performance. According to our observations,
32 neurons in the first hidden layer and 16 neurons in the
second one are the smallest dimensions for the hidden layers
that outperform the conventional DPD. Additionally, we have
noted that incrementing the number of neurons of each layer
will only unnecessarily increase the algorithm complexity,
with no additional performance gain. Regarding the activation
function, we have tested the ReLU, SELU and tanh. However,
the activation function has not considerably impacted on the
results. Therefore, we have chosen the ReLU for performance
evaluation. The number of hidden layers depends on the
application however, typically one to five hidden layers are
employed in regression problems [42]. We have chosen two
hidden layers in our ML-based DPD, which have enabled a
remarkable performance and employing more hidden layers
will only unnecessarily increase the computational complexity.

We have also estimated the complexity of the ML-based
DPD using the flops counting method. Since each layer output
is obtained by (4), we can express the MLP complexity by

O
(

dim(y)O0 +
L∑

ℓ=1

Oℓ−1Oℓ +OLOL+1

)
, (6)

where dim(·) returns the size of the input vector. Con-
sidering an ANN-based DPD, in which Oℓ−1 = 2Oℓ for
ℓ ∈ {2, . . . , L}, wherein O1 is the number of neurons from the
first hidden layer and O0 = OL+1, the total cost is simplified
to

O
(
O0(dim(y) +OL) + 2LO2

ℓ

)
. (7)

Assuming now that dim(y) ≫ OL, then

O
(
dim(y)O0 + 2LO2

ℓ

)
, (8)

which shows that the complexity of the proposed DPD grows
linearly with the dimension of the input vector, the number of
neurons of the input layer O0 and the number of hidden layers
L. Additionally, the complexity grows quadratically with the
number of neurons from the hidden layers Oℓ.
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B. MLP Dual-ANN-based DPD for Time-Variant Systems

Two MLP ANNs were employed for dealing with the vari-
ability of the nonlinear system over time, since the nonlinear
behavior of the MZM is not constant over time. Aging, tem-
perature variation and fluctuations of the MZM polarization
voltage can cause the nonlinear behavior of the system to vary
over time. In order to analyze the proposed scheme capacity
of accommodating these variations, a Gaussian distributed
random variation of approximately 10% of the coefficient
value has been added to each coefficient of the memoryless
polynomial model, with the purpose of representing the time-
variable non-linear behavior of the MZM. Our strategy for
this case was to apply the ANN for modeling the A-RoF
system and obtaining the post-inversion system estimation
using another independent MLP ANN, as illustrated in Fig. 5.
We have named this scheme as dual-ANN-based DPD. This
enhanced approach brings robustness against time-variations
of the A-RoF system nonlinear response.

DPD
A-RoF TX

Block

yn

−
A-RoF

Modeling

ML-based Post-
inversion Estimation

−

xn

Loss

vn

Loss

DPD

Copy W1 to DPD

Copy W2 to A-RoF Modeling

A-RoF
Modeling

Fig. 5. Block diagram of MLP dual-DPD for time-variant systems
.

The post-inversion estimation from the time-variant system
was obtained by applying the same approach from the time-
invariant systems, generating the weights matrix W1, which is
copied to DPD. To model the A-RoF system, the ANN must
be fed with the non-distorted samples and the label samples
are the distorted signal at the A-RoF output. The A-RoF
ML-based modeling produces the second matrix of weights
W2, which might be used for emulating the A-RoF system.
Modeling the A-RoF system with an ANN has an important
advantage that comes from the high capacity of ANN to
mimic nonlinear systems. That means, the ANN is able to
capture nonlinear behaviors that a polynomial model can
not represent. Additionally, such modeling might contribute
to simultaneously compensate other distortions beyond those
from MZM.

Table I summarizes the main hyperparameters employed
by the dual-ANN DPD for time-variant systems. Assuming
that both ANNs were trained offline, the DPD process applied
to the A-RoF system will have the same complexity derived
in Section IV-A. Hence, considering the two ANN will run
independently, the dual-ANN DPD scheme will present twice
complexity when compared with the MLP ANN-based DPD
presented in Section IV-A.

V. PERFORMANCE EVALUATION

This Section presents the proposed ML-based DPD results
applied to the eRAC scenarios, aiming the exploitation of
TVWS opportunities. All simulations presented in this work

were performed for base-band discrete-time signals, since
the pre-distortion processing is accomplished in the digital
domain. In this case, we consider the OFDM signal at the
reception side is in its base-band format and has already been
converted from analog to digital. One important motivation for
applying a DPD technique in this scenario is the possibility
of dynamically allocate RF power to cover distinct regions,
without producing prohibitive adjacent channels interference.

The novel ML-based DPD was implemented in Python us-
ing the high-level Tensorflow application programming inter-
face (API) Keras. Its performance was investigated using three
figures of merit, namely: EVMRMS, ACLR and normalized
mean square error (NMSE). The NMSE was used for estimat-
ing the time-domain error between the MZM input signal and
linearized signal at the photodetector output. Moreover, we
have compared our ML-based DPD with the OSFL scheme
for two distinct cases, i.e. time-invariant and time-variant
systems, which were described in Sections IV-A and IV-B,
respectively. The same data set have been used for both cases,
which was generated for a OFDM signals at 20-dBm electrical
power, which produces considerable distortion in the A-RoF
system output, in case no linearization technique is applied.
The performance evaluation of the proposed DPD scheme for
both scenarios, i.e. time-invariant and time-variant systems,
was carried out using 16-QAM. The data set was partitioned
into 70% of training instances, leading to NTR = 71680 and
30% for validating the ANN. The MSE loss function, which
is one of the metrics for evaluating regressors [43], was used
for training the ANNs and is defined as

L = (an − bn)
2 (9)

Fig. 6(a) depicts the MSE between the predicted and real
target labels, as a function of the training epoch for the
time-invariant system. This result might be extended for the
time-variant system post-inverse estimation, once the same
hyperparameters and data set were used. Once no overfitting
or underfitting behaviors were observed, we can infer that all
configured hyperparameters have produced an appropriate gen-
eralization capability. Such conclusion is ratified by Fig. 6(b),
which is regarding the ML-based A-RoF modeling.
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Fig. 6. Training and validation errors as a function of training epochs: (a)
ML-based post-inversion esimation; (b) A-RoF modeling.

A. Performance of the MLP ANN DPD for time-invariant
systems

Fig. 7 reports the EVMRMS as a function of the electrical
power at the MZM input for the time-invariant system. We
have considered electrical power levels from 15 to 28 dBm
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and an OFDM signal composed of 1024 samples for demon-
strating the ML-based linearization performance compared to
the OSFL and long short-term memory (LSTM) schemes. It
is important to highlight the ANN DPD training was realized
only for a specific power for the entire tested RF power range.
Additionally, we have performed new training campaigns to
investigate the best training RF power in terms of performance.
As show in Fig. 7, using OFDM training symbols at 20 dBm
leads to the best linearization result, for almost the entire
analyzed RF power range, in comparison with the cases when
the 15 and 28 dBm RF power levels are employed. The LSTM
has only increased the complexity without improving the
system performance, when compared with MLP and OSFL,
since it was designed to process temporal data, which does not
necessarily help to model the A-RoF system non-linearities.
We are currently using ReLU activation function. Nonetheless,
preliminary studies have demonstrated SELU can result in
faster convergence time, without degrading the linearization
performance. For the time-invariant system, we can note
both DPD scheme has considerably reduced the EVMRMS in
comparison to the results without DPD. Furthermore, it is
possible to observe that our proposed scheme has performed
slightly better than the OSFL method for almost the entire
analyzed power range. In addition, our approach is less com-
plex, as already discussed in the previous Sections, making it
promising for PHY layer optimization using machine learning.
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Fig. 7. EVMRMS as a function of electrical power at the MZM input
considering the time-invariant systems.

The second investigation was conducted by analyzing the
frequency domain intermodulation using ACLR and the time-
domain metric NMSE for calculating the error between the lin-
earized and A-RoF output signals. Fig. 8 shows a normalized
power spectrum density (PSD) for a 25-dBm OFDM signal.
The ACLR metric defines the ratio between the undesired
OOBE mean power and assigned channel frequency mean
power. When DPD is not applied, the OOBE might become
prohibitive, hindering the exploitation of TVWS. As can
be seen, both DPD techniques have substantially reduced
OOBE. Table II compiles the DPD techniques results. Our
ML-based DPD solution provided ACLR = -36.2 dB and
NMSE = -40.9 dB for an EVMRMS of 0.91%. These results is
close to the OSFL benchmarking, which achieved -36.6 and
-43.44 dB for the ACLR and NMSE parameters, respectively,
with EVMRMS equal to 0.84%. It is important to note that
for the analyzed polynomial model and ANN parameters, the

computational complexity of the OSFL and ANN DPDs was
205.280k and 3.072k flops, respectively.
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Fig. 8. Frequency spectrum for an OFDM signal without and with DPD for
the time-invariant system at 25 dBm.

TABLE II
DPD PERFORMANCE FOR THE TIME-INVARIANT SYSTEM AT 25 DBM.

Without DPD OSFL DPD LSTM DPD ANN DPD
EVMRMS(%) 9.62 0.84 0.96 0.91
ACLR (dB) -23.1 -36.6 -36.0 -36.2
NMSE (dB) -2.44 -43.44 -40.3 -40.9

We have also investigated the impact of variations in the
A-RoF system nonlinear model, as a result of fluctuations in
the MZM polarization voltage, in the ML-based DPD results.
We refer to this case as a time-variant system. Table III shows
a comparison of the DPD performance between the OSFL
scheme and the proposed ML-based ANN DPD approach. The
variation in the A-RoF system model coefficients has degraded
the signal quality, which can be noted by comparing each
column from Table II with the correspondent from Table III.
As a conclusion, a new training campaign must be conducted
in both cases for enhancing the DPD distortion reduction. In
the next section, we present a second approach (dual-ANN
DPD) to deal with this challenge feature in a dynamic scenario.

TABLE III
DPD PERFORMANCE FOR THE TIME-VARIANT SYSTEMS AT 25 DBM.

Without DPD OSFL DPD LSTM DPD ANN DPD
EVMRMS(%) 9.85 5.05 5.11 4.60
ACLR (dB) -23.02 -34.79 -35.80 -36.20
NMSE (dB) -2.47 -27.45 -28.10 -28.99

B. Performance of the MLP dual-ANN DPD for time-variant
systems

The dual-ANN DPD has been idealized to operate in cases
that the nonlinear system response changes over time. In any
case, it might also be applied to the static operating condition,
in spite of presenting higher complexity, when compared to
our first ML-based DPD approach. We have assumed that
a time-variant nonlinear response has short and long terms
components. The temperature drift over time results in a short-
term instability to the system response. For instance, the envi-
ronment temperature variation along the day might produce
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fluctuations in the MZM polarization voltage, which could
imply in the MZM operating point variation and, consequently,
performance fluctuation. The long-term instabilities will be
observed as the components ages. In this case, a new training
session needs to be performed. Alternatively, we can employ
the MLP dual-ANN DPD for time variant-systems, that is
able to generalize the variations of the polynomial model
coefficients, outperforming the OSFL scheme.

Any required change in the system will generate consider-
able expenses, since the skilled team would be necessarily
sent to field, implying in travel and accommodation costs.
This scenario could be even worse if the remote site is
placed at hard-to-reach areas. In addition, the communication
system must be periodically turned off for re-training the DPD
algorithm whenever necessary, leaving customers without cov-
erage. Therefore, although the time-variant response of the
A-RoF components is typically slow, implementing a system
that does not require changes will significantly reduce network
operational expenditure.

Fig. 9 presents the EVMRMS performance as a function of
the electrical power at the MZM input. We have used a set of
100 OFDM symbols at 20 dBm for training the OSFL, LSTM
and dual-ANN DPDs schemes. Our goal was to evaluate the
generalization capacity of the DPD schemes when distinct
RF powers are applied to the MZM input. Considering the
time-variant system, the OSFL and LSTM scheme have not
been shown efficient in terms of performance, since both
will require a new training campaign because its polynomial
model does not consider any changes in the coefficients model.
Additionally, for low RF input power, using a DPD trained at
20 dBm might produce an overestimated pre-distortion that
is not correspondent to the real observed distortion. In this
case, the DPD block might produce a signal distortion that is
even higher than not applying any DPD scheme. Therefore,
the coefficients of the DPD must be re-estimated for low RF
powers or DPD could even be turned off if the distortion level
is acceptable. On the other hand, the dual-ANN DPD approach
provided a remarkable distortion reduction, as a result of
applying a second ANN for modeling the A-RoF system,
which allowed to take advantage of the high-capacity of ANN
to generalize and represent a nonlinear system. Therefore, in
contrast to the OSFL and LSTM models, we can infer that our
dual-ANN DPD scheme is capable to absorb variations in the
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Fig. 9. EVMRMS as a function of electrical power at the MZM input
considering the time-variant systems.

model that represents the nonlinear system.
Similarly to the time-invariant system, we have also in-

vestigated the ACLR and NMSE metrics for the time-variant
systems considering a 25-dBm OFDM signal. Fig. 10 reports
the normalized PSD for the time-variant system. As expected,
the OSFL scheme has presented higher intermodulation levels
than the dual-ANN DPD approach, since it had not been
designed for this operating condition. This result endorses
the importance of a dynamic approach for linearizing signals
in TVWS, by reason of high levels of spectral regrowth
might severely interfere with adjacent channels. Table IV
summarizes the statistics of the performance results for the
time-variant system based on 10,000 runs. Our dual-ANN
DPD solution enabled significantly reduce the mean EVMRMS
from 9.52 to 0.92%. The obtained mean ACLR=-36.54 dB
and NMSE=-41.31 dB have also demonstrated its potential
for distortion compensation. Furthermore, the dual-ANN DPD
also has less computational complexity (6.144k flops) when
compared with OSFL (205.280k flops).
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Fig. 10. Frequency spectrum for an OFDM signal without and with DPD for
the time-variant system at 25 dBm.

TABLE IV
DPD PERFORMANCE FOR THE TIME-VARIANT SYSTEM AT 25 DBM.

Without
DPD

OSFL
DPD

LSTM
DPD

Dual-ANN
DPD

µ σ2 µ σ2 µ σ2 µ σ2

EVM
(%) 9.52 3.6 4.92 10.2 4.85 11.3 0.92 0.014

ACLR
(dB) -23.14 1.4 -35.61 1.2 -35.81 0.63 -36.54 0.10

NMSE
(dB) -2.48 0.3 -27.87 34.9 -28.3 39.5 -41.31 2.3
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Fig. 11. Dual-ANN DPD performance as a function of SNR.
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Finally, we have evaluated our proposed dual-ANN DPD
performance in terms of bit error rate (BER). Fig. 11 presents
the results of our proposed scheme compared with the theoret-
ical OFDM-additive white Gaussian noise (AWGN) system,
as a function of SNR. In this analysis, we have considered
15, 20 and 28 dBm of RF power at MZM input. It can
be observed that for 20 dBm, our proposed dual-ANN DPD
has produced a BER performance similar to the theoretical
OFDM-AWGN. This achievement proves the excellent lin-
earization performance of our DPD scheme, in case nonlinear
distortions are introduced by the MZM. Additionally, we
believe that the dual-ANN can play a distinguish role on the
future mobile communication system, since ANN can learn
complex nonlinear behaviors, such as the interactions between
the linear and nonlinear effects of A-RoF systems.

VI. CONCLUSIONS

This paper presented, for the first time in literature, a digital
pre-distortion scheme based on machine learning for radio over
fiber systems considering a time-variant response. It employs
an MLP artificial neural network to model the A-RoF system
and estimate its post-inverse response, which is then applied
to the DPD block. The main advantage of our dual-ANN
DPD approach relies on not requiring new training campaigns
when the A-RoF system parameters change over time, due
to temperature variations, aging or fluctuation on the electro-
optic modulator polarization voltage. Its performance has been
compared to that of the OSFL scheme, considered a state-of-
the-art solution, as a function of the three following figures
of merit: ACLR, NMSE and EVMRMS. It outperformed and
has been shown simpler than OSFL. Particularly, the proposed
ML-based linearizer allowed to significantly reduce mean
EVMRMS from 9.52 to 0.92% with mean ACLR=-36.54 dB
and NMSE=-41.31 dB.

Moreover, our DPD solution is potential for reducing
CAPEX and increase flexibility to the mobile network opera-
tors for dynamically allocating RF power for serving different
regions. Furthermore, it can be efficiently applied to the future
5G networks in the eRAC scenario, exploiting TV white space.
As future works, we envisage utilizing an even more realistic
nonlinear model and testing other artificial neural network
architectures. Additionally, we aim to experimentally validate
our approach in a real 5G network.
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Abstract− The advent of the 5th generation of mobile networks
brought a large number of new use case and applications to be
supported by the physical layer (PHY), which must be more flexible
than all previous radio access networks (RAN). The concept of
the centralized RAN (C-RAN) allows all the baseband processing
to be performed in the central office, simplifying the network
deployment and also allowing the operators to dynamically control
the PHY according with the applications requirements. The radio-
frequency (RF) signal generated by the C-RAN can be trans-
ported to the remote radio unit (RRU) by using an analog radio
over fiber (A-RoF) system. In this paper, we propose two A-RoF
approaches for composing the transport and access networks of
the next-generation systems. The first investigation relies on the
implementation of a machine learning-based digital pre-distortion
(DPD), designed for A-RoF systems. In the second approach, we
implement an A-RoF system and characterize the optical and
electrical power levels aiming to reduce the A-RoF non-linear
distortions. The overall link performance is evaluated by measuring
the error vector magnitude (EVMRMS) and 590 Mbit/s is achieved
with EVMRMS as low as 4.4% in a 10 m reach cell.

Index Terms− 5G NR, digital pre-distortion, fiber-wireless system, machine
learning, radio over fiber.

I. INTRODUCTION

Mobile communication systems have been continuously evolving to support new communications
features and enhance user experience. The introduction of the fifth-generation of mobile network
(5G) has been remodeling the way that society uses telecommunication systems. The previous mobile
networks, especially the third and fourth generations (3G and 4G) were mainly focused on redesigning
the radio access network (RAN) in order to increase the system throughput. On the other hand, the
5G networks aim to bring innovative services and applications, favoring new vertical services, such as
security improvement, agribusiness, vehicular communications, logistics, education, and health. These
new applications and services impose contrasting and conflicting requirements to the physical layer
(PHY), which must be flexible to be dynamically adapted for each scenario [1]–[4].

The optical/wireless convergence brings remarkable advantages, in particular, analog RoF (A-RoF)
technology is a key solution for transporting high-speed communications signals. The aforementioned
technology favors the centralized radio access network (C-RAN) design [5]. In such a system, the
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baseband processing is moved to a central office (CO), which allows sharing equipment and dynamic
resource allocation leading to an expressive reduction in deployment costs [6]. The fronthaul link,
which connects the CO and remote radio units (RRUs), might be implemented using wireless or optical
technology. Typically, the optical link employs digital RoF (D-RoF) or A-RoF [7]. In addition, signal
transmission using A-RoF allows combining optical and wireless advantages, giving rise to the fiber-
wireless (FiWi) system.

In an A-RoF implementation, the RF signal is applied to a Mach-Zehnder modulator (MZM) in order
to modulate the optical carrier. This solution increases the transmission data rate compared to direct
modulation. However, the MZM presents a non-linear behavior, which means that the ratio between
the MZM output and input signals is a function of the radiofrequency (RF) input power. Typically, the
non-linearities become more severe as the RF input power increases, producing in-band and out-of-band
distortions. As a consequence, a limited RF power must be applied to the MZM input for minimizing
the non-linearities in the MZM output. On the other hand, for specific applications, such as enhanced
remote area communications (eRAC), high RF power is desirable to overcome the long optical link
distance. In this case, a digital pre-distortion (DPD) technique must be employed to reduce the impacts
of the non-linearities in the A-RoF signal [8].

The A-RoF system linearization might be performed either in the electrical or optical domain [9]–
[13]. The DPD is the most prominent electrical-domain linearization technique. In A-RoF systems, DPD
is commonly based on the non-linear Volterra model and Volterra derived models, such as memory and
memoryless polynomial models [14]–[16]. Recently, machine learning (ML) solutions have attracted
considerable attention in the context of signal processing techniques, since it is capable of performing
complex computational tasks while requiring small computational power, making it an interesting tool
for DPD implementation [17]–[19]. Therefore, ML algorithms can have a distinguish role in A-RoF
systems employed in future FiWi communication.

The state-of-the-art on FiWi-based 5G architectures includes the coexistence investigation of 4G and
5G services [20], digital signal processing (DSP) for mitigating A-RoF degradation [21] and 5G signals
distribution over passive optical networks (PON) [22]. Specifically, our research group has recently
reported a non-standalone FiWi system for simultaneously transmitting 4G and 5G signals [23]. In the
context of DSP-assisted 5G systems, we have used DSP for generating and pre-distort 5G signals, in
the frequency range 1 (FR1) and frequency range 2 (FR2), in a multi-band FiWi system [24]. Moreover,
we have presented a 5G multi-band system, which takes advantage of an active gigabit passive optical
network (GPON) capillarity to distribute 5G signals.

The current paper is an extended version of our previous work [25]. It reports a validation of a ML-
based technique for linearizing a A-RoF system. Additionally, we have implemented a multi-band FiWi
system focused on the enhanced mobile broadband (eMBB) scenario for next-generation networks [26].
Our demonstration reports the following 5G applications: a 3.5-GHz 5G new radio (5G-NR) signal
transport and transmission to cover outdoor eMBB scenario; a 26-GHz 5G-NR signal transport and
transmission for covering indoor eMBB applications. The manuscript is structured in five sections.
Section II introduces the ML-based DPD scheme proposed to mitigate the non-linearities introduced
by the MZM and evaluates its performance. Section III describes the multi-band FiWi system, whereas
Sections IV and V present the experimental results and conclusions, respectively.
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II. A DIGITAL PRE-DISTORTION SCHEME BASED ON A MACHINE LEARNING TECHNIQUE

A. Methodology

A-RoF system can reduce the deployment and operational costs of mobile networks in remote areas.
However, it is necessary to assure that the signals’ characteristics at the A-RoF output, such as root
mean square error vector magnitude (EVMRMS) and out-of-band emission (OOBE), must be preserved.
This means that the non-linearities introduced by the MZM must be compensated and the DPD is an
efficient approach to achieve this goal. Conventional DPD schemes are very complex [15] and might
require re-calibration over time. Therefore, we are proposing an ML linearization solution that is based
on a linear regression technique. The employed artificial neural network (ANN) is composed of at least
one input layer, one hidden layer, and one output layer, with non-linear activation functions.

The first architecture investigated in this paper is a multi-layer perceptron (MLP) ANN, which is the
simplest ANN presented in the literature. In the MLP architecture, the neurons are densely connected.
Each connection has its adjustable weights and bias. During the ANN training, the weights and bias
parameters are adjusted accordingly to the backpropagation algorithm. In summary, the backpropagation
training method uses a loss function to estimate the discrepancy between the ANN desirable training
label and the ANN estimated output. During the training, the goal is to reduce the aforementioned
discrepancy by updating the weights and bias set of parameters. The details of the architecture used to
build the ML-based linearization scheme are presented below.

B. Artificial Neural Network Training

Fig. 1 illustrates the ANN training process. The desirable training labels consist of samples from a
baseband orthogonal frequency division multiplexing (OFDM) signal (xn), which are given by

xn =

M−1∑

m=0

dme−j2π m

M
(n+1), (1)

where dm represents the quadrature amplitude modulation (QAM) symbols that are mapped into M

orthogonal subcarriers and n ∈ {0, 1, . . . , N −1} is the time index. Next, the OFDM signal is applied
to the A-RoF TX block, which is composed by a laser diode (LD) and an MZM. The MZM has a
non-linear power response, which can be represented by the base-band memoryless polynomial model,
defined as [17]

yn =

J−1∑

j=0

hj |vn|jvn, (2)

where hj is the jth model coefficient, with j = 0, 1, . . . , J − 1, in which J is the model non-
linearity order. In this paper, we have used J = 5 to represent the MZM non-linearities. Since we are
only interested in the MZM non-linearities, we have assumed that the single-mode fiber (SMF) and
photodetector (PD) combined impulse response is gn = δn, leading to

zn = yn ∗ gn = yn. (3)

Brazilian Microwave and Optoelectronics Society-SBMO received 0 Month 2020; for review 0 Month 2020; accepted 0 Month 2020

Brazilian Society of Electromagnetism-SBMag © 2020 SBMO/SBMag ISSN 2179-1074



Journal of Microwaves, Optoelectronics and Electromagnetic Applications, Vol. 22, No. 1, March 2023
DOI: https://doi.org/10.1590/2179-10742023v22i1270779 4

RF
Transceiver

A-RoF TX
Block

PD
xn yn

SMF

fronthaul

Optical Electrical

1

2

R(zn)

I(zn)
...

...

1

2

+

R(x̂n)

I(x̂n)

Hidden
layer 1
ℓ = 1

O1

1 1

Hidden
layer L
ℓ = L

O2

Input
layer
ℓ = 0

Output
layer

ℓ = L+1

x̂n

Estimated
OFDM signal

zn

Fig. 1. MLP artificial neural network training process.

The PD output, zn, is applied to train the ANN, whereas the training labels are the non-distorted
OFDM signal, xn. During the training, the ANN learns a function that approximates the A-RoF TX
block post-inversion response, that will be used to pre-distort the OFDM signal.

The proposed ANN is composed of one input layer, two hidden layers, and one output layer. The
number of neurons used in the ℓth hidden layer, with ℓ ∈ {1, 2, . . . , L}, is denoted by Oℓ, with
O1 = 64 and O2 = 32. The input and output layers have two neurons, i.e. O0 = OL+1 = 2, being one
for the real part and the other for the imaginary part of the OFDM signal. Table I summarizes the ANN
hyperparameters that were tuned for optimizing the training process. The adaptive momentum (Adam)
optimization algorithm was employed for training the ANN. It is well known that an ANN with a single
hidden layer is capable of approximating any continuous function if enough data to train the ANN is
provided. Considering the non-linear behavior of MZM, an elementary ANN employing non-linear
activation functions can represent its non-linearities. Nevertheless, increasing the number of hidden
layers also increases the non-linearities representation capability. Therefore, according to our empirical
investigation and observations, a MLP ANN with two hidden layers and rectified linear unit (ReLU)
activation function were enough to represent the non-linearities imposed by MZM. Furthermore, we
have used a data set containing 20480 samples, which was split into a NTR = 14336 training samples
and NVAL = 6144 validating samples. An early stop technique was employed to prevent overfitting
in the ANN. We have set the patience hyperparameter to 100 and the training is concluded when the
a mean-squared error (MSE) variation higher than 10−9 (∆min = 10−9) is not observed during 100
epochs.

TABLE I. MULTI-LAYER PERCEPTRON ANN HYPERPARAMETERS.

Input Layer Hidden Layer 1 Hidden Layer 2 Output Layer
Number of Neurons 2 64 32 2
Activation Function - ReLU ReLU Identity

Learning Rate 10-3

Solver Adam
Loss Function Mean-squared error

C. Performance Analysis

After training the ANN, the obtained A-RoF TX block post-inversion estimation response are used
to pre-distort the OFDM signal. Fig.2 depicts the block diagram of the A-RoF system, in which the
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ML-based DPD block are placed between the RF transceiver and the A-RoF TX block. In this diagram,
xn, generated by (1), are applied to the ML-based DPD block, which has its output given by

v =

L+1∑

ℓ=0

ϕ(Wℓ × xℓ + bℓ), (4)

where W is a matrix of weights, v is the vectored version of vn, x is the input vector, b is the biases
vector and ϕ(.) is the nonlinear activation function. It is important to highlight that in the first layer,
x is a vector produced by (1) containing all N samples and, in the sequential layers, x is the output
of the previous layer, since the layers are fully connected in the MLP architecture. The pre-distorted
signal, vn, is applied to the A-RoF TX block, which outputs yn by applying (2) with vn as input.
Finally, the linearized version of the OFDM signal is given by (3). At the RRU the linearized signal
must be upconverted and amplified for the wireless transmission.

RF
Transceiver

ML-based
DPD

A-RoF TX
Block

PD RRU
xn vn yn

SMF

Fronthaul

zn

Optical Electrical

Fig. 2. Block diagram of the A-RoF system linearized using a ML DPD technique.

Fig. 3 presents the magnitude of the RF signal in the discrete time domain, which allows us verify
the influence of the DPD scheme in the waveform. The DPD block applies the A-RoF TX block post-
inversion response for pre-distorting the OFDM signal. As a result, the cascade response of the DPD
block and the A-RoF TX block produces a linear response. Figs 3 (a) and (b) demonstrate that in the
regions in which the non-linear A-RoF TX block response compress the signal, the DPD expands and
vice versa. In other words, in the time-domain, the cascade response of the DPD block and the A-RoF
TX block produces a signal as close as possible to xn. It is well known that OFDM waveform presents
a high peak-to-average power ratio (PAPR), which further aggravates the non-linear signal degradation.
Once the linearization process produces a signal as close as possible to the original OFDM signal, the
The PAPR of the linearized signal will similar to the original signal’s PAPR.

(a)

0 10 20 30 40 50 60
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Samples

M
ag

n
it
u
d
e

Input signal
RoF output signal
Signal with DPD
DPD response

(b)

0 10 20 30 40 50 60
−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Samples

M
ag

n
it
u
d
e

Input signal
RoF output signal
Signal with DPD
DPD response

Fig. 3. OFDM Signal magnitude as a function of samples: (a) Real part; (b) Imaginary part.
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We have also investigated the DPD effect on the OFDM signal in the frequency domain. Fig 4 (a)
illustrates the normalized power spectrum density of the OFDM signal. We can note that our proposed
ML-based DPD technique considerably reduces the OOBE, resulting in an adjacent channel leakage
ratio (ACLR) 10.5 dB bellow than the non-linearized signal. It is important to highlight that the DPD
also reduces the in-band distortions resulting in the desired linear response. The DPD effect can also
be seen in the signal constellation. Fig 4 (b) illustrates the constellation of the A-RoF output signal
(blue circles) and the signal with DPD (red circles). The proposed technique has considerably reduced
the symbols dispersion, leading to a EVMRMS reduction from 6.35 to 0.92%.
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Fig. 4. Proposed DPD applied to an OFDM-16-QAM signal: (a) Normalized Power Spectrum Density; (b) Constellation.

III. 5G NR FIBER-WIRELESS SYSTEM

Fig. 5 describes the block diagram of our multi-band 5G-NR fiber-wireless system implementation. A
LD from Golight generated a 10-dBm optical carrier at 1555 nm. Subsequently, a polarization controller
(PC) has been employed to properly adjust and control the state of light polarization. A dual-drive Mach-
Zehnder modulator (DD-MZM) has been used for simultaneously transmitting two distinct RF signals,
namely: a 50-MHz bandwidth M-QAM 5G-NR signal at 3.5 GHz and a 100-MHz bandwidth M-
QAM 5G-NR signal at 26 GHz, both in accordance to the 3rd Generation Partnership Project (3GPP)
Release 15 [26]. The 5G signals were generated by Keysight arbitrary waveform generator (AWG)
M8190A, using the Signal Studio software. Afterwards, the modulated optical carrier inset (i) propagated
throughout a 12.5-km SMF fronthaul.
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Fig. 5. FiWi system for the next-generation networks.
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At the optical receiver, a variable optical attenuator (VOA) and an optical power monitor (OPM)
ensured 2-dBm optical power at the PD input. The photodetector performed the optical-to-electrical
conversion and launched the RF signals to a 24-dB gain broadband electrical amplification stage (EA1).
An electrical spectrum analyzer (ESA) has been used to measure the resultant electrical spectrum for
both signals, which are presented in the insets (ii) and (iii). Afterward, a diplexer has separated the
5G-NR signals, which were individually transmitted employing proper antennas based on the frequency
range.

The signal at 26 GHz has been amplified using (E3) with 35-dB gain before feeding a 25-dBi gain
horn antenna. On the other hand, a 20-dB gain amplifier (EA2) has amplified the 3.5 GHz signal,
which is subsequently transmitted by a 5-dBi gain log-periodic antenna, giving rise to 10-m wireless
access implemented as a proof-of-concept. At the reception side, identical antennas have been used for
receiving the 5G-NR signals. Sequentially, the received signals at 3.5 and 26 GHz have been individually
amplified by (EA4) and (EA5) with 20-dB gain and 35-dB gain, respectively. Finally, a vector signal
analyzer (VSA) has been used for evaluating the FiWi system performance based on EVMRMS. Fig. 6
shows experimental setup photographs, including the transmitter and receiver sides.

TX RX

VSA

EA5

EA1
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VSG2

DD-MZM

SMF

LD

PD

TX Antenna

TX Antenna

RX Antenna

RX Antenna

PC

OPM
VOA

Diplexer

EA3

EA4

EA2

Fig. 6. Photography of the experimental setup.

IV. EXPERIMENTAL RESULTS

This section presents an experimental investigation regarding the 5G-NR signals transport and trans-
mission using our proposed FiWi System. Firstly, we have evaluated the transport A-RoF system
performance, in terms of EVMRMS, at two distinct setup stages, the photodetector input and the EA1

output. Sequentially, we have investigated the wireless transmission system by transmitting the 3.5 and
26-GHz signals over a 10-m cell reach as a proof of concept.

Fig. 7 shows the EVMRMS measurements as a function of the optical power at the photodetector input
for the 3.5 and 26 GHz frequencies. In this analysis, we have used two modulation orders to investigate
two distinct standardized 5G-NR bandwidths. Fig. 7 (a) shows the EVMRMS performance for the 3.5-
GHz 5G-NR signal modulated using 64/256-QAM and operating with 20 and 50-MHz bandwidths.
One can note the EVMRMS has kept below the 3GPP requirements from -16 to 2 dBm optical power
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for the 64-QAM, whereas for the 256-QAM, the feasible EVMRMS has varied from -12 to 2 dBm. It is
worth mentioning the photodetector maximum optical input power has established the superior limiting
power (2 dBm). Fig 7 (b) shows the EVMRMS performance for the 26-GHz 5G-NR signal modulated
with 16 and 64-QAM and operating with 50 and 100-MHz bandwidths. One can observe the higher
operating frequency and bandwidths, in comparison to the 3.5GHz analysis, have required more optical
power for achieving the 3GPP requirements, as expected. Finally, we can conclude the best A-RoF
received optical power was about 0 dBm, considering both operating frequencies analyses.
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Fig. 7. EVMRMS measurements as a function of the optical power at the photodetector input: (a) 3.5 GHz; (b) 26 GHz.

Our later analysis has consisted of varying the RF Mach-Zehnder modulator input power and measure
the EVMRMS at the EA1 output, in order to obtain the best RF transmission power. Similarly to the
optical power analysis, we have used the same modulation orders and bandwidths for this evaluation.
Fig. 8 (a) and (b) report the EVMRMS measure as a function of DD-MZM RF input power for the 3.5
and 26-GHz signals, respectively. The RF input power was varied from -26 to 6 dBm for the 3.5 GHz,
whereas for the 26 GHz, the signal input powers varied from -8 to 6 dBm. One can note the EVMRMS

has increased for RF power above 1 dBm, decreasing the signal quality for both operating frequencies.
This signal degradation occurs due to the DD-MZM non-linear response, which generates significant
harmonics and inter-modulation products for powers higher than 1 dBm.
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Fig. 8. EVMRMS measurements as a function of RF power at EA1 output: (a) 3.5 GHz; (b) 26 GHz.
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One more time, the analyzed signals presented the same modulation orders and bandwidths from the
previous results. We have implemented a 10-m reach FiWi system with 0 dBm received optical power
at PD input and 0 dBm input RF power, which were the best configuration from our previous A-RoF
performance evaluation. Fig. 9 shows the EVMRMS measurements at the RX side for the 3.5 GHz
and 26 GHz. The results show the received signals EVMRMS measurements in the FR1 and FR2
bands, which has achieved EVMRMS as low as 2.2 and 2.7% and 4.2 and 4.4%, respectively. For both
operating frequencies, the FiWi system has been capable of recovering the signals with margins. These
margins might be used to extend the link reach or to transmit signals with higher bandwidths. The
joint transmission of signal with 50 MHz and 100 MHz bandwidths, has enabled attaining 590 Mbit/s
throughput. Finally, our setup might be efficiently applied for composing the fronthaul and access
networks for future communication systems.
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Fig. 9. 5G NR FiWi system EVMRMS measurement as a function of bandwidth in the FR1 and FR2 bands.

Fig 10 illustrates the spectrum and constellation of the received 3.5 and 26 GHz signals after 10 m
reach wireless transmission. In both frequency ranges, we have allocated half of the OFDM subcarriers
for one user and the other half for a second user, following the orthogonal frequency division multiple
access (OFDMA) operating principle. Fig.10 (a) illustrates the 50 MHz bandwidth received signal at
3.5 GHz, whereas Fig.10 (b) exhibit the 100 MHz bandwidth signal at 26 GHz. The assigned modulation
orders were 64- and 256-QAM for the signal at 3.5 GHz, and 16- and 64-QAM for the signal at 26 GHz.
The assigned modulation order depends on the user distance from the base stations (BS), i.e., the user
located at BS proximity receives the signal with higher modulation order than that one at the cell
border.
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Fig. 10. Spectrum and constellation of the received signal after the wireless transmission: (a) 50-MHz bandwidth signal at
3.5 GHz; (b) 100-MHz bandwidth signal at 26 GHz.

V. CONCLUSIONS

This work reported a DPD technique based on a ML algorithm and the implementation of a multi-
band FiWi system for the next-generation wireless networks. The proposed technique was applied to
an OFDM signal and its performance was investigated in terms of EVMRMS and ACLR. The proposed
DPD scheme reduced 10.5 dB on the signal ACLR, while improving the EVMRMS from 6.35 to 0.92%.
This analysis demonstrated that ML algorithms can have a distinguish role in A-RoF systems employed
in future FiWi communication.

We have also implemented an experimental multi-band FiWi system. In this second analysis, we
were specially interested in the experimental validation of an C-RAN-based architecture for future FiWi
systems. The results demonstrated our FiWi system as a potential solution for composing the transport
and access network of the future communication systems. We reported an optical and electrical power
characterization for the A-RoF transport network. Additionally, it was implemented a 10-m reach cell
attaining 590 Mbit/s as a proof of concept. Futures works regard to join our two investigations, which
means experimentally implement our proposed ML-based linearization technique in a multi-band 5G
FiWi system.
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Ubiquitous communication is an emergent feature of the future sixth generation of mobile communication
(6G) networks. One of the main challenges of this upcoming mobile network is providing broadband
communication wherever connectivity is necessary, including rural areas. Up to now, all previous genera-
tions of mobile networks have not satisfactorily accomplished this task, and the high cost of deploying
and maintaining complex communication infrastructure in remote areas is one of the main reasons. The
centralized radio access network (C-RAN) might play an important role in overcoming it, since it enables
all baseband centralization in a central office (CO), simplifying the network deployment and reducing the
operating/maintenance costs. Additionally, in this scenario, the analog radio over fiber (A-RoF) system
might be used for transporting analog signals from CO to a simplified remote base station, only composed
of an optical detector and radiofrequency (RF) front-end. However, the Mach-Zehnder modulator (MZM)
and power amplifier (PA), commonly employed in A-RoF systems, introduce undesired nonlinear effects,
which can severely degrade the overall system performance and prohibitively increase the out-of-band
emission (OOBE). We investigate the use of machine learning (ML) algorithms applied to the linearization
of an electrical-amplified A-RoF system. Particularly, a memory recurrent neural network (RNN) lineariza-
tion is proposed and compared with a memoryless multi-layer perceptron (MLP) linearization. The root
mean square error vector magnitude (EVMRMS), normalized mean square error (NMSE) and adjacent
channel leakage ratio (ACLR) metrics have been calculated to evaluate the performance of our ML-based
approach. Numerical results demonstrate promising linearization performance when the RNN memory
depth is equal to or higher than the amplified-A-RoF system memory depth.
© 2023 Optica Publishing Group

http://dx.doi.org/10.1364/JOCN.474290

1. INTRODUCTION

The sixth-generation of mobile network (6G) is being currently
designed and several proposals for supporting new use case
scenarios and futuristic and audacious new services are being
presented by researchers all over the world [1]. An unprece-
dented flexible physical layer (PHY) is required for supporting
emergent new services and applications [2]. Moreover, the re-
mote and rural areas communication scenario has attracted con-
siderable attention, especially in continental-size countries [3].
Although many initiatives have been conducted to cover remote
areas, the quality of experience (QoE) in this operating scenario

must be enhanced [4–6]. As an example, reliable communica-
tions with latency below 10 ms and data rates up to 1 Gbit/s are
necessary for enabling remote and autonomous control of the
machinery on farms. In this case, enabling solutions must be
employed for encompassing all these requirements, including
satellite networks, multiple-input multiple-output (MIMO), TV
white space (TVWS), and analog RoF (A-RoF). MIMO systems
enable the exploitation of diversity for increasing the system re-
liability, whereas TVWS is a cost-effective solution since enables
to exploit of unlicensed vacant ultra-high frequency (UHF) chan-
nels [7]. Finally, A-RoF can be used to reduce the deployment
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and maintenance costs and increase the network capillarity in
the remote areas scenario. However, the convergence of radiofre-
quency (RF) and optical systems brings undesired nonlinear
effects. Linearization techniques can be employed for overcom-
ing the non-linearities of the A-RoF systems [8–10].

Linearization techniques for A-RoF have been heavily re-
searched in the past few years. These techniques are considered
key enablers for fifth-generation of mobile network (5G) and 6G
since A-RoF has an important role in future mobile networks.
High-speed A-RoF systems usually employ a Mach-Zehnder
modulator (MZM) for modulating the optical carrier with the
RF signal. This modulation method gives rise to the A-RoF
systems. A major degradation source of A-RoF is the MZM
nonlinear response, which leads to in-band and out-band sig-
nal distortions [11]. The nonlinear distortions produced by the
MZM become more severe as signal RF power increases, mean-
ing that the distortion introduced by the optical modulation is a
function of the signal’s input power at the MZM. One solution
to reduce the nonlinear distortion is to increase the back-off, i.e.,
reducing the input power. This approach, however, leads to low
optical power at the MZM output and, consequently, to a short
maximum optical link between the central office (CO) and the re-
mote radio head (RRH). Alternatively, a linearization technique
can be applied to reduce the nonlinear distortions of the signal,
enabling operating with high-power RF signals [12]. In some par-
ticular cases, a dynamic RF power allocation is desirable, which
is the case of the enhanced remote area communications (eRAC)
scenario.

In the eRAC scenario, the users are located in remote un-
served regions [7]. Low population density, infrastructure
scarcity and high deployment and maintenance costs are the
main challenges for the operator to provide digital services in
these areas. To overcome these challenges, future mobile net-
works must take advantage of cost-effective solutions, where
A-RoF deserves special attention [13]. The centralized radio
access network (C-RAN) architecture enables sharing of process-
ing resources among distinct services as well as simplifying the
network maintenance, reducing the radio access network (RAN)
implementation costs [14, 15]. In this case, the fronthaul link
needs to be extended, which suggests the use of microwave and
optical technologies [16]. In [17], authors have shown that an
A-RoF system can be used to provide multiple services to a sim-
ple RRH without introducing performance loss among these ser-
vices. The digital RoF (D-RoF) solution could also be employed
in the C-RAN transport network. The aforementioned solution
commonly employs Common Public Radio Interface (CPRI) or
evolved Common Public Radio Interface (eCPRI) to transport
baseband I/Q signals from CO to RRH [18]. Although D-RoF
is currently widely employed, it might not be the best option
for the eRAC scenario. For instance, the use of CPRI protocol
leads to considerably large bandwidth when compared with
A-RoF systems. In addition, the required analog-to-digital con-
verter (ADC) and digital-to-analog converter (DAC) can also in-
crease the capital expenditures (CAPEX). Therefore, the D-RoF
solution presents scalability issues and the operational expen-
diture (OPEX) grows as the fronthaul link is extended to cover
remote regions, which might hinder its application for eRAC
communications [19]

This paper will extend the analysis presented in [17] by in-
creasing the optical link length, which will require higher RF
and optical power. In this case, a linearization technique must
be employed, otherwise, the A-RoF dynamic range will be re-
duced due to RF nonlinearities. Another initiative to provide

connectivity in remote areas is related to the use of TVWS oppor-
tunities [4]. However, TVWS demands low out-of-band emis-
sion (OOBE), since the spectrum will be shared with another
communication service, meaning that the adjacent channel leak-
age ratio (ACLR) must be kept as low as possible. Since spectral
mobility is essential for TVWS exploitation, the low OOBE must
be achieved without the use of RF filters. All the challenges
mentioned above show that a linearization technique is key for
successfully covering remote areas.

Linearization of A-RoF systems might be performed both in
optical and electrical domains [20–26]. Typically, electrical do-
main linearization is preferable compared with optical domain
techniques. The optical domain linearization is hindered by the
need for extremely precise and fast operations at distinct system
points, using considerable additional optical components. The
electrical domain linearization reduces the complexity of the
linearization process. Digital pre-distortion is the most promi-
nent electrical domain linearization technique [12, 27]. More re-
cently, machine learning (ML) linearization techniques applied
to A-RoF systems have been proposed [28–31]. Particularly,
our research group has proposed two linearization schemes de-
signed for the A-RoF system [32]. The main goal was to mitigate
the nonlinearities introduced by the MZM, which might be rep-
resented by a memoryless polynomial model [33]. We have
designed a multi layer perceptron (MLP) [34] artificial neural
network (ANN) for estimating the A-RoF system post-inversion
response, which is used for linearizing the A-RoF system [32].
However, we have not considered the nonlinearities of the base
station (BS) power amplifier (PA), which amplifies the RF signal
before wireless transmission.

This paper reports the proposal and implementation of
two ML-based linearization schemes, specially designed for
amplified-A-RoF systems. The linearization schemes are based
on pre-and post-distortion concepts. The pre-distortion applies
an intentional distortion to the input signal, preventing the spec-
tral regrowth after the MZM or the PA. On the other hand, the
post-distortion scheme act as an equalizer at the system output,
which does not prevent spectral regrowth. We have assumed
that the nonlinear response of the system comes only from the
MZM and PA components. The last one presents the memory
effect, which means that its output at a specific time instant
depends not only on the current input but also on previous in-
puts [35]. The memory polynomial model has been widely used
for modeling devices with memory effects, which is the case
of PA [36]. Many approaches based on computational intelli-
gence are commonly employed to deal with memory-temporal
signals, including recurrent neural networks (RNNs), which
present a memory structure that aids to learn complex nonlinear
behavior [37–39]. Thereby, since we intend to compensate for
the cascade nonlinear responses of the MZM and PA, an ANN
capable of dealing with the memory effect is required. So, we
have designed our pre- and post-distortion schemes based on
a RNN and compared it with a memoryless MLP ANN. The
goal is to investigate the impact of the memory effect on the
performance of the proposed linearization schemes.

The main contribution of this paper is the proposal of two
innovative ML linearization schemes, based on RNN, and their
performance evaluation. The proposal was specially designed
for amplified A-RoF systems, applied to the transport network
of C-RAN architecture. Our goal was to demonstrate that recur-
rent layers of an ANN can be employed to mitigate non-linear
distortions with memory effect, which can not be compensated
using simple MLP ANNs. Therefore, we have not performed
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an exhaustive investigation of all possible ANN architecture
that enables to compensate memory effect. The RNN and long
short-term memory (LSTM) were considered during the lin-
earization scheme design. The last one has a more sophisticated
architecture, capable of learning long-term temporal dependen-
cies, which was not the case of memory from the A-RoF system.
Hence we have opted for a simple RNN. This solution is par-
ticularly interesting in the context of eRAC applications since it
enables the A-RoF to operate at high RF power without produc-
ing prohibitive distortions. This paper is organized as follows.
Section 2 describes the nonlinear models used for modeling
both MZM and PA. Section 3 presents the proposed RNN-based
linearization schemes concepts, whereas Section 4 reports its
results and performance evaluation. Finally, the conclusions and
future works are discussed in Section 5.

2. BASE-BAND EQUIVALENT SYSTEM MODEL

Fig. 1 depicts the scenario considered in this paper, in which a
C-RAN architecture can be employed to support eRAC applica-
tions. We have considered that the core network is connected
to the CO using an optical-fiber backhaul link. The PHY and
medium access control (MAC) functions of the BS are performed
at CO, by taking advantage of software-defined radio (SDR) im-
plementation. It will be assumed that TVWS will be used to
provide eRAC services, which means that low OOBE is neces-
sary [7]. We have also assumed that the RRH will be located in
the region where the services will be provided and the optical
link can be several miles long. The base-band signal generated
by the SDR transmitter at the CO is upconverted to a RF channel.
This RF signal modulates an optical carrier using an MZM, re-
sulting in an A-RoF system. In this paper, we have employed the
orthogonal frequency division multiplexing (OFDM) waveform
as a base-band signal, which is given by

xn =
M−1

∑
m=0

dme−j2π m
M (n+1), (1)

where dm is the quadrature amplitude modulation (QAM) sym-
bols, carried by the mth subcarrier, m ∈ {0, 1, 2, . . . , M − 1}
and n ∈ {0, 1, . . . , N − 1} is the time index. The RF signal is
linearized by one of the proposed linearization schemes, aiming
to reduce the nonlinear distortions caused either by the MZM
and/or PA components. The A-RoF TX block is composed of
laser diode (LD), MZM and polarization voltage (VBIAS), as illus-
trated in Fig. 1. Once we intend to provide communication for
remote and rural areas by exploiting TVWS, the RF signal will be
converted to the very high frequency (VHF) and UHF frequency
bands before being transported to the RRH. At RRH, the signals
are converted to the electrical domain, upconverted, amplified
and radiated by remote antenna unit (RAU) to cover remote
areas. The photodetector (PD) might also introduce non-linear
distortions. However, for the investigated scenario, the PD will
be located several miles from CO at RRH. In this case, the non-
linear distortions of the PD might be neglected due to the low
optical power of the incident beam [40]. In the uplink transmis-
sion, the RAU is also responsible for receiving the signals from
the users, which will be converted to the optical domain. The
next subsections introduce the mathematical models used in the
A-RoF transmitter (TX) block and the PA.

A. Radio over Fiber Transmitter Model
In A-RoF systems, an MZM is used in the CO to modulate the
optical carrier with the RF signal. The MZM transfer function

has a nonlinear behavior, which is commonly approximated by
a cosine shape function [41]. In this paper, we are particularly
interested in operating with high optical and RF power to over-
come the optical fronthaul link extension. In this case, if no
countermeasures are employed, high distortion levels will be
imposed on the RF signal, leading to a prohibitive OOBE for
TVWS exploitation.

The MZM nonlinearities are modeled by a memoryless poly-
nomial. For A-RoF systems, the theoretical polynomial model is
used to relate the RF power at MZM input with the RF power
at A-RoF system output. In practical systems, any distortion
caused by the laser optical power will be intrinsically consid-
ered by the model. The memoryless polynomial model is given
by [32, 33]

yn =
J−1

∑
j=0

hj|vn|jvn, (2)

where vn is the OFDM signal at the MZM input, n ∈
{0, 1, . 2., . . . , N − 1} is the time index, hj are coefficients of the
memoryless nonlinear model, with j = 0, 1, . . . , J − 1, in which J
stands for the nonlinearity model order. Similarly to [10, 32, 33],
we have employed J = 5 in our investigation. Since the model
above is linear-in-the-parameters, we can write (2) in the matrix
form as

y = Vh, (3)

where h = [h0, h1, ..., hJ−1]
T, h ∈ CJ×1 is the column vector

containing the coefficients of the model, with (.)T denoting the
matrix transposition operation, y = [y0, y1, ..., yN−1]

T, y ∈ CN×1

represents the discrete output signal, whereas V ∈ CN×J is the
regression matrix described as follows

V = [v0, v1, . . . , vJ−1], (4)

where

vj =




|v0|jv0

|v1|jv1
...

|vN−1|jvN−1




. (5)

B. Power Amplifier Model
The PA considered in this paper is located at the RRH. This de-
vice is used to amplify the RF signal at PD output. Many memo-
ryless models based on amplitude-to-amplitude (AM/AM) and
amplitude-to-phase (AM/PM) functions can be used to repre-
sent the non-linear behavior of the PA. In most practical systems,
the PA has a dynamic behavior that can not be represented by
a memoryless polynomial model since a memory effect will be
observed. The memory effect is a variation of the AM/AM and
AM/PM functions due to the past input levels, which means
that the instantaneous PA output does not depends only on the
corresponding instantaneous input. The memory depth (Q) pa-
rameter defines how many previous samples have an influence
on the instantaneous signal at the PA output. In this case, the
memory polynomial model, which is a pruned version of the
Volterra series, is widely adopted for modeling the PA behavior.
The base-band signal output of the memory polynomial model
as a function of an input signal zn is expressed as
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Fig. 1. Block diagram of the amplified radio-over-fiber system assisted by the proposed RNN-based linearization schemes.

pn =
Q−1

∑
q=0

K−1

∑
k=0

ξq,k
∣∣zn−q

∣∣k zn−q, (6)

where ξq,k are coefficients of the PA model, with
q ∈ {0, 1, · · · , Q − 1} and k ∈ {0, 1, · · · , K − 1}, in which Q is
the memory depth and K the model nonlinearity order.

For the sake of simplicity, (6) can be written in matrix form.
Firstly, let us define ξ as the matrix of coefficient of the memory
polynomial model, ξ ∈ CQ×K , which is given by

ξ =




ξ0,0 ξ0,1 · · · ξ0,K−1

ξ1,0 ξ1,1 · · · ξ1,K−1
...

...
. . .

...

ξQ−1,0 ξQ−1,1 · · · ξQ−1,K−1




, (7)

Now, consider Z ∈ CQ×K , as a matrix containing samples of the
input signal, which are organized as follows

Z =




zn zn|zn| · · · zn|zn|K−1

zn−1 zn−1|zn−1| · · · zn−1|zn−1|K−1

...
...

. . .
...

zn−Q+1 zn−Q+1|zn−Q+1| · · · zn−Q+1|zn−Q+1|K−1




,

(8)
where nth output sample of the memory polynomial model
is given by the sum of all elements of the Hadamard product
between ξ and Z as follows

pn = ∑
q,k

[ξ ⊙ Z]q,k , (9)

in which ⊙ represents the Hadamard product,
q ∈ {0, 1, · · · , Q − 1} and k ∈ {0, 1, · · · , K − 1}. Fi-
nally, we can rewrite (6) as a column vector given by
p = [p0, p1, · · · , pN−1]

T, p ∈ CN×1 . Due to the causal
response of PA, the samples with a negative index in (9) are
considered to be zeroed.

3. RNN-BASED LINEARIZATION SCHEMES FOR ANA-
LOG RADIO-OVER-FIBER SYSTEMS

Linearization schemes based on ML algorithms has recently
been considered as an interesting solution for practical imple-
mentation. An ANN can be used for implementing pre- and
post-distortion linearization techniques based on a linear re-
gression operation. In this case, a supervised ANN can learn a
behavioral model given its input and output samples. In this

work, we have used a RNN to estimate the post-inversion re-
sponse of the cascade A-RoF and PA power responses, which are
used later for implementing pre- and post-distortion schemes. A
second RNN is used to model the cascade response of an A-RoF
model and an PA component Since the PA nonlinearities have
memory, an ANN capable of dealing with a system with mem-
ory effect is necessary. For this reason, we have opted for an
RNN, since it has an internal memory structure. Additionally,
memoryless devices, such as MZM, can be considered a special
case of the memory system and, therefore, also can be modeled
using this ANN architecture [42].

Volterra-series based models are often used to design a lin-
earization scheme [12]. On the other hand, ML algorithms can
be employed as a less complex solution with linearization per-
formance similar to the classic Volterra models. In specific cases,
ML-based solutions can even outperform the classic models
since it has a remarkable non-linear representation and general-
ization capacity [43]. The next subsections present the training
process of the RNN and the concepts of the proposed pre- and
post-distortion schemes.

A. Recurrent Neural Network training

In the RNN training, supervised learning is employed for per-
forming a linear regression. Many linear regression techniques
can be found in the specialized literature, including autoregres-
sive moving average (ARMA), autoregressive integrated mov-
ing average (ARIMA), RNN, LSTM and Hopfield ANNs [37, 44–
47]. We have chosen the RNN since it is the most similar archi-
tecture to our previous simulations [32], enabling us to evaluate
the memory effect. The RNN is composed of an input layer, L
hidden layers and one output layer. Each layer has Oℓ neurons,
with ℓ ∈ {0, · · · , L + 1}, ℓ denoting the ℓth layer. The neurons
are densely connected in sequential layers, and they also have
connections pointing backward, as demonstrated in Fig. 2. The
RNN output is a function of the instantaneous and previous
samples of the input signal in a given time step (Ts). The Ts
parameter stands for the RNN memory depth. The memory
depth of an RNN governs how many previous training samples
are used for estimating the ANN output for a given Ts.

The ℓth hidden layer, ℓ ∈ {1, · · · , L}, has two sets of weights
matrices Wp ∈ ROℓ−1×Oℓ and Wv ∈ ROℓ×Oℓ , in which are stored
the weights of the input vector of the current Ts and for the
output of the previous Ts, respectively. The output of each
hidden layer at time step t with t ∈ {1, · · · , Ts}, is given by [48]

V̂(t) = ϕ
(

P(t)Wp + V̂(t−1)Wv + b
)

, (10)

where ϕ(.) is the nonlinear activation function, P(t) ∈ RN×n f ,
represents the input matrix at Ts= t, with n f denoting the num-
ber of features of the input training instances, V̂(t−1) ∈ RN×Oℓ ,
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Fig. 2. Recurrent neural network architecture composed of
the following layers: input layer (ℓ = 0); hidden layers (ℓ =
1, ..., L); output layer (ℓ = L + 1). Each layer has Oℓ neurons.

is the output matrix of the previous Ts and b is the bias vector.
It is important to highlight that the output of the ℓth layer will
be the input of the (ℓ+ 1)th layer. Additionally, as illustrated
in Fig. 2, the input (ℓ = 0) and output layer (ℓ = L + 1) are
composed of non-recurrent neurons, which means that V̂(t−1)
and Wv are zeroed in these layers.

We have used the ANN for estimating the inverse cascade
response of the A-RoF system and PA. Fig. 3 depicts the block
diagram for the system post-inversion estimation. In this case,
we have considered the switches s1 and s2 from Fig. 1 to be
in position 0, leading to vn = xn, which corresponds to an
OFDM signal generated using (1). The signal yn at A-RoF TX
block output is generated by (2) with vn as input. Since we are
only interested in nonlinear distortions caused by the MZM and
PA, we have assumed that the single-mode fiber (SMF) and PD
combined response is gn = δn, leading to

zn = yn ∗ gn = yn, (11)

where ∗ denotes the convolution operation. Sequentially, zn
is applied to the PA, which was modeled using the memory
polynomial expression described by (6). In this way, pn is gen-
erated by applying (6), with zn as input, assuming Q = 3 and
K = 5 [49]. Finally, we can use xn as the training desired label
and pn as the RNN input.

RF
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A-RoF TX
block

−

SMF +
PD

PA

RNN-based
Post-inversion estimation

vn = xn

L

RNN-based
Post-inversion estimation

v̂n

znyn pn

Fig. 3. Block diagram of the RNN training for post-inversion
estimation.

The RNN input matrix contains the complex samples of the
distorted signal at PA output. We have used the Tensorflow
application programming interface (API) for implementing the
RNN. Such implementation does not enable directly operating
with complex signals. Hence, we have to extract the real and
imaginary parts of the OFDM signal and group them into a
matrix P ∈ RN×n f . The first column of P, contains the real part
of the signal, whereas the second column stores the imaginary
part, leading to the input matrix with two features (n f = 2).

During the training, the backpropagation algorithm is employed
for calculating each component of Wp, Wv and b that minimize
a cost function, given by

Loss(Wp, Wv, b) =
1

NTR

NTR−1

∑
n=0

L
(
xn, x̂n(Wp, Wv, b)

)
, (12)

where NTR is the number of training instances and L is a loss
function. In our investigation, we have used a database con-
taining 614,400 samples, in which 70% were used for training
and 30% for validating the model, resulting in NTR = 430, 080.
Additionally, 2,048 samples were used for testing the model. Al-
though k-fold is commonly used to check for bias in the training
dataset, this analysis was left out of scope in this work. Regard-
ing the number of hidden layers, two are enough for modeling
a system with a nonlinear response, as long as the activation
function is nonlinear. We have employed two hidden layers
with 64 and 32 neurons, i.e., O1 = 64 and O2 = 32. The number
of hidden layers and neurons per hidden layer were obtained
using a heuristic methodology, aiming to select the smallest
configuration that produces a trade-off between performance
and complexity. It is important to highlight that the number
of hidden layers was selected considering the particularities of
this application, which means that for less-complex systems less
resources might be required.

Regarding the activation function, many of them are be-
ing proposed for performing high-nonlinear transformations
by applying simple modifications to the data [50]. The data
transformation is governed by the activation function type,
which can be the rectified linear unit (ReLU), exponential linear
unit (Elu), scaled exponential linear unit (SELU) and hyperbolic
tangent (tanh), Sigmoid, Softmax, Softsign, and others. The
choice of the activation function depends on the type of data
to be predicted. In our investigation, the predicted value is the
OFDM signal, which can assume negative or positive values.
Hence, in the output layer, we can not employ ReLU, since this
activation function transforms negative data to zero. Softmax
and Sigmoid are commonly employed in classification problems,
which is not the case for our proposed schemes [48]. So, we have
tested the Elu, Leaky ReLU, Softsign, SELU, and tanh activation
functions. The last one has presented the best results, therefore,
it was employed in all layers of our ANN. The tanh activation
function is given by [50]

ϕ(ψ) =
e2ψ − 1
e2ψ + 1

, (13)

where a represents an arbitrary set of training instances. Hence,
we have used the tanh, for evaluating the linearization schemes
performance. Table 1 summarizes the main hyperparameters
used for training the RNN.

The training was done throughout 10,000 epochs unless the
stop condition of an early stop technique is reached. The num-
ber of epochs and patient hyperparameters were heuristically
selected throughout observations during the training process.
Hence, the training process stops when a mean-squared er-
ror (MSE) variation higher than 10-9 (∆min = 10−9) is not ob-
served throughout 100 epochs. During the training first epochs,
MSE was about 10-3. In addition, MSE rapidly decreases for
the next epochs achieving ≈ 10-7. Beyond the 280 epoch, MSE
remained approximately unchanged, meeting the early stop cri-
terion with less than 350 epochs. It is important to mention that
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Table 1. Recurrent Neural Network hyperparameters.

Input

Layer

Hidden

Layer 1

Hidden

Layer 2

Output

Layer

Number of Neurons 2 64 32 2

Type of Layer Dense Simple RNN Simple RNN Dense

Activation Function Hyperbolic Tangent (tanh)

Kernel Initializer Glorot Normal

Learning Rate 10-3

Solver Adam

Stop Criterion ∆min = 10−9

Loss Function Mean-squared Error

Patience 100

Time Step (Ts) 1, 2, 3, 4,5

Epochs 10,000

Batch Size 430,080 instances

a lower batch size might also be employed with similar results.
The MSE loss function is given by

L(an, bn) = (an − bn)
2, (14)

We have trained a second RNN using the same hyperparame-
ters used in the previous RNN. The block diagram presented in
Fig 4, depicts the RNN training process. This approach enables
modeling an amplified A-RoF system, without knowing the co-
efficients of the nonlinear models that represent either the MZM
and PA nonlinearities. With this purpose, we have trained the
RNN using vn as input and pn as the desired labels.

RF
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block

SMF +
PD

PA

RNN-based
System modeling

−

vn = xn

RNN-based
System modeling

p̂n

zn

L

yn pn

Fig. 4. Block diagram of the RNN training for modeling the
amplified A-RoF system.

B. RNN-based Linearization Schemes
In Fig. 1, the switches s1 and s2 select which linearization scheme
is employed. For s1 in position 1 and s2 in position 0 pre-
distortion is selected, whereas changing s1 to 0 and s2 to 1, post-
distortion is used, and, in this case, an RNN-based pre-distorter
block placed between the RF transmitter and the A-RoF TX block
is activated, as illustrated in Fig. 5. The pre-distortion process
is carried out in two steps. The first one is the post-inversion
estimation, in which the RNN is trained. In the second step,
the RNN predict method is employed. This method applies the
trained weights and bias and performs the non-linear transfor-
mation in the input signal, leading to the pre-distorted signal.
In other words, a matrix X, with its first column containing the
real part of xn and the second column containing the imaginary
part of xn, is used as input of pre-distortion block, which applies
(10) for each RNN layer to generate a matrix of the pre-distorted
signal V̂. The aforementioned matrix feeds the second RNN,
which was trained for encompassing the responses of the entire
A-RoF system followed by an PA. Therefore, the linearized sig-
nal p̂n is obtained by applying (10) with V̂ as input. This double

ANN proposal was first introduced in our previous work [43],
in which an ANN-based pre-distorter scheme was exploited.
We have also investigated the pre-distorter scheme capacity of
compensating variations in the A-RoF system response due to
temperature, aging, and fluctuations on the MZM polarization
voltage. The second ANN enables to generalize the system
non-linear response variation, dispensing the need for an expen-
sive re-calibration process. Finally, the linearized signal can be
transmitted exploiting TVWS without causing interference in
incumbents operating in other frequency bands.
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RNN-based
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A-RoF TX
block

SMF
+
PD

PA

Modeled using RNN

xn v̂n yn zn p̂n

Fig. 5. Block diagram of the pre-distortion scheme.

Alternatively, the signal might be linearized by the post-
distortion scheme by switching s1 to position 0 and s2 to position
1. The post-distortion block diagram is depicted in Fig. 6. In
this case, vn = xn and the linearization is performed at the PA’s
output. Again, the real and imaginary parts of vn are extracted
to create the RNN input matrix V. The amplified A-RoF system
output (Û) is generated by applying (10) for each RNN layer
considering that weights matrices and vector bias were already
defined during the training process. Sequentially, the matrix Û
containing the samples of the distorted signal feeds the RNN-
based post-distorter block, which also applies (10) for obtaining
the linearized signal ĉn.

RF
Transmitter

A-RoF TX
block

SMF
+
PD

PA
RNN-based
Post-distorter

Modeled using RNN

vn = xn yn zn ûn ĉn

Fig. 6. Block diagram of the post-distortion scheme.

4. PERFORMANCE EVALUATION

The performance evaluation of the proposed schemes was con-
ducted considering the exploitation of TVWS opportunities us-
ing eRAC, which means that low OOBE is required. It is im-
portant to note that the pre- and post-distortion schemes are
deployed separately. In addition, both linearization schemes are
also individually employed, by managing s1 and s2 switches po-
sition. We have employed time-domain and frequency-domain
metrics to evaluate the performance of our proposed lineariza-
tion schemes. The root mean square error vector magnitude
(EVMRMS) is used to evaluate the deviation in the coordinates of
the QAM symbols introduced by the system nonlinear behavior.
This metric is given by

EVMRMS(%) = 100

√√√√√∑M−1
m=0

∣∣∣dm − d̂m

∣∣∣
2

2

∑M−1
m=0 |dm|22

, (15)

where d̂m is the symbol received on the mth subcarrier, dm is the
symbol allocated in the mth subcarrier in the transmitter side
and |(.)|p is the p-norm operator. We have also employed the
normalized mean square error (NMSE) metric given by
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NMSE (dB) = 10 log

(
∑N−1

n=0 |xn − pn|22
∑N−1

n=0 |xn|22

)
. (16)

This metric enables to measure the discrepancy between the
transmitted and received QAM symbols. Another important
metric is the ACLR, used for evaluating the signal OOBE and is
defined as

ACLR (dB) = 10 log

( ∫
f∈BO

Pp̂( f )d f
∫

f∈BI
Pp̂( f )d f

)
, (17)

where Pp̂( f ) stands for the power spectrum density (PSD) of p̂n
at frequency f , BI and BO represents the in-band and out-of-
bands frequencies, respectively.

The performance evaluation was conducted by varying the
RF power at the MZM input from 0 to 25 dBm and Ts from 1
to 5. We have also implemented an MLP-based solution for
comparing with our RNN-based proposed schemes. The MLP-
based solution allows for verifying the linearization performance
when the memory effect is not taken into consideration by the
linearization process. We have used the same data set for RNN
and MLP solutions. The last one was trained considering the
hyperparameters and configurations summarized in Table 2

Fig 7 presents the linearization schemes performance in terms
of EVMRMS. The EVMRMS limit for a 5G network operating with
a given modulation order is established in the 3rd Generation
Partnership Project (3GPP) Release 15 [51]. In this work, 16-
QAM is assumed, which requires EVMRMS below 12.5%. We
can notice that either the pre- and post-distortion schemes can
extend the system dynamic range for all tested Ts of the RNN.
The worst performance was observed when the effect memory is
not considered, which is the case of employing the MLP-based
linearization. When RNN is employed, the EVMRMS consid-
erably decreases when compared with MLP since RNN has a
memory structure that can be used for compensating memory
effects. We can notice that EVMRMS performance becomes sim-
ilar for Ts≥3. However, the optimal performance is observed
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Fig. 7. EVMRMS as a function of electrical power and Ts.

Table 2. Multi-layer Perceptron neural network hyperparame-
ters.

Input

Layer

Hidden

Layer 1

Hidden

Layer 2

Output

Layer

Number of Neurons 2 64 32 2

Type of layer Dense

Activation Function Hyperbolic Tangent (tanh)

Kernel Initializer Glorot Normal

Learning Rate 10-3

Solver Adam

Stop Criterion ∆min = 10−9

Loss Function Mean-squared Error

Patience 100

Epochs 10,000

Batch Size 430,080 instances

when the RNN memory depth is equal to the PA memory depth,
i.e., Ts= Q = 3.

Fig. 8 illustrates the received 16-QAM-OFDM constellations
with and without linearization. It is important to mention that
the non-linearized signal phase was manually compensated at
the reception side. On the other hand, when the RNN-based
linearization scheme is employed, both phase and magnitude of
the received signal are simultaneously compensated.
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Fig. 8. Constellation diagram of the received OFDM signal.

Fig. 9 presents the NMSE between the transmitted signal
(xn) and the received signals. If a linearization technique is not
applied, the estimated NMSE varied from -2.55 to 0.8 dB as the
RF power is increased. The NMSE drastically decreases when
a linearization technique is employed. For the RNN, despite
the Ts configuration, either pre- and post-distortion schemes
have presented a remarkable performance in terms of NMSE. In
this result, it becomes clear that making Ts= Q =3 leads to the
optimal RNN performance, with the NMSE linearly increasing
with the RF power. Once again, the MLP-based scheme has
presented the worst performance, which is in accordance with
the EVMRMS results. Therefore, we can assume that Ts positively
impacts on in-band distortion reduction.
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Fig. 9. NMSE as a function of electrical power and Ts.

We have also investigated the linearization schemes using
a frequency-domain metric. The ACLR enables us to measure
the ratio between the power within and outside the desired
bandwidth. Considering that we intend to exploit TVWS va-
cant channels, the ACLR is an important metric for evaluating
the signal distortions due to intermodulation products. Fig. 10
presents the ACLR as a function of RF power at MZM input. We
can notice that either the pre- and post-distortion schemes have
considerably reduced the ACLR. When applying the proposed
linearization techniques, the system dynamic range is increased
by approximately 10 dB, in comparison with the non-linearized
output signal. It is important to highlight that the MLP and
RNN have produced similar results in terms of ACLR. This can
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Fig. 10. ACLR as a function of electrical power and Ts.
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Fig. 11. Frequency spectrum for an OFDM signal for distinct
pre-distortion schemes.

be explained by the ANN training process. The out-of-band dis-
tortions of the non-linearized OFDM signal are produced by cor-
related intermodulation products. On the other hand, the corre-
spondent non-distorted OFDM signal, used as desired labels has
a low correlation among its time samples, therefore, the memory
effect does not influence on the out-of-band distortion compen-
sation. Hence, a simple MLP ANN can be considered the best
choice in the case we are only interested in the OOBE reduction,
without concern about the in-band performance degradation.
This statement is validated by the memoryless MLP-based lin-
earization, which has produced similar results in terms of ACLR
and the worst performance considering EVMRMS and NMSE
metrics. Meanwhile, the RNN presents a powerful solution for
simultaneously reducing in-band and out-of-band distortions.

The normalized PSD was also investigated for the proposed
schemes and compared with the non-linearized signal, as can be
seen in Fig.11. For this analysis, we only consider pre-distortion
with Ts= 3 and MLP-based linearization. The normalized PSD
was plotted for OFDM signal with 20 dBm at MZM input for
either the non-linearized or linearized signals. We can notice
that the RNN and MLP linearization schemes have produced
a similar reduction on the OOBE, which is in accordance with
the ACLR analysis. Therefore, the proposed RNN linearization
schemes proved to be an interesting solution for eRAC scenario,
since it allows for high-level RF power without producing sig-
nificant distortions. Furthermore, the significant reduction in
the OOBE favors the exploitation of TVWS in remote areas.

5. CONCLUSIONS

In this paper, we have presented two approaches based on
machine-learning algorithms for linearizing amplified radio
over systems. The main motivation scenario for the proposed
schemes is the TVWS exploitation in remote and rural areas. In
this case, a simple RRH is placed in the region to be covered,
while all signal processing is performed in the CO and a long
optical link is used to carry the RF signal over an optical carrier
among these two elements of the network. For overcoming the
additional attenuation due to link extension, high-RF/optical
power is required. However, as RF power increases, the non-
linear distortions become prohibitive since the intermodulation
products will increase the in-band and out-of-band distortions.
Our proposed schemes employ two RNN ANN for obtaining
the system post-inversion response and for modeling the A-RoF
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system integrated with an PA. The system post-inversion re-
sponse was used for implementing the pre- and post-distortion
schemes. The main advantage of our approaches relies on the
capability of simultaneously reducing in-band and out-band
non-linear distortions.

The performance of the proposed schemes was compared
with a machine-learning linearization solution based on a multi-
layer perceptron implementation, which cannot deal with the
nonlinear memory effect. The performance evaluation was car-
ried out considering three metrics: ACLR, NMSE and EVMRMS.
The RNN outperformed MLP linearization in terms of NMSE,
and EVMRMS, where the memory effect of the nonlinear de-
vices play an important role. It is important to emphasize that
besides employing RNN, it is also possible to feed the neural
network with past samples to compensate for the memory ef-
fect. This approach will be exploited in future works. It was
demonstrated that a memoryless ANN, e.g., MLP, is capable of
reducing the out-band distortions but can not satisfactorily re-
duce the in-band distortion. Therefore, MLP can be used when
only OOBE reduction is relevant, without concern about the
in-band degradation. On the other hand, our proposed RNNs si-
multaneously reduces in-band and out-of-band distortions. The
performance of the proposed schemes in terms of NMSE and
EVMRMS depends on the memory depth. It was demonstrated
that when the RNN memory depth is equal to or higher than the
PA memory depth, i.e., Ts≥ Q, the performance of the lineariza-
tion schemes in terms of EVMRMS and NMSE is improved. The
results presented in this paper show that the proposed RNN-
based linearization schemes can be an important tool to assure
the proper exploitation of TVWS in remote and rural areas.

For future research, we intend to add to the analysis the
non-linear and linear effects of the optical fiber and other ele-
ments present in the communication chain. In addition, we also
intend to investigate other ANN architecture that employs recur-
rent layers for compensating memory effect. Furthermore, we
envisage experimentally validating our approaches in a demon-
stration platform, where all signals can be generated transmitted,
and received in a real-world implementation.
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Abstract—This work proposes the development and demon-
strates the applicability of a machine learning (ML)-based digital
pre-distortion (DPD) tool applied to the sixth-generation of
mobile network (6G) analog radio over fiber (A-RoF) systems
linearization. Particularly, our tool was idealized for linearizing
electrically amplified A-RoF, which transport downlink signals
from the central office, where the baseband unit might be im-
plemented using a software-defined radio approach, to simplified
remote radio units (RRUs). A memory recurrent neural network
(RNN) DPD and its performance in terms of root mean square
error vector magnitude (EVMRMS) and adjacent channel leakage
ratio (ACLR) are investigated for different activation functions.

Index Terms—Analog radio-over-fiber, digital pre-distortion,
machine learning and recurrent neural network.

I. INTRODUCTION

Nowadays, several research institutes around the globe are
proposing use cases and defining the requirements for the
future sixth-generation of mobile network (6G) [1]. Although
the definition of this new mobile communication network is
incipient, one important application scenario named enhanced
remote area communications (eRAC) [2] is gathering attention.
This scenario aims to provide broadband communication in
remote and rural areas, a service that the 5G New Radio
(5G NR) does not support it. However, besides the techno-
logical barrier, deployment, and maintenance costs are also
challenges for the eRAC success. Therefore, cost-effective
solutions are required to provide the necessary infrastructure in
remote areas. The centralized radio access network (C-RAN),
satellite network, television (TV) white space (TVWS) and
analog radio over fiber (A-RoF) technologies can play im-
portant roles in this challenging operating scenario. C-RAN

This work was supported by RNP-MCTIC Grant No. 01245.020548/2021-
07, under the 6G project, FAPESP Grant No. 20/05127-2, under SAMURAI
project, CNPq, CAPES, FINEP and FAPEMIG.

allows for implementing the entire BBU¸ using software-
defined radio (SDR) approach, which can run in the central
office (CO), reducing the deployment costs [3]. TVWS enables
the unlicensed exploitation of vacant ultra-high frequency
(UHF) channels for mobile communication [4]. Finally, A-RoF
can be employed to transport analog downlink signals from
the baseband unit (BBU) running in the CO to a simplified
remote radio head (RRH) composed by an optical-to-electrical
converter (OEC), the power amplifier (PA) and radiofrequency
(RF) filters, reducing the network deployment cost and increas-
ing its capillarity [5].

Since A-RoF is considered an essential technology for
transporting analog RF signals, it is interesting to provide
solutions for the main distortions introduced by this system.
One challenge is to deal with the non-linearities mainly
imposed by the Mach-Zehnder modulator (MZM). The MZM
has a nonlinear power response that leads to the in-band
and out-band interferences. Depending on the distortion level,
the exploitation of TVWS will be hindered mainly by out-
band distortion that can leave to severe interference in ad-
jacent digital television (DTV) signals. In contrast, in-band
distortions will degrade the mobile communication system’s
performance. The PA used to provide electrical power for the
signal transmitted by the RRH is yet another source of non-
linearities. However, while the MZM can be modeled as a
memoryless nonlinear system, the PA is a nonlinear system
with memory. Therefore, as mentioned earlier, considering
the memory effect, a linearization technique is necessary to
minimize the impacts of the distortions.

The most prominent linearization technique is based on pre-
distorting the signal at the BBU, by means of applying the
estimated system inverse response. This technique is known
as digital pre-distortion (DPD) and is usually employed in

978-1-6654-7095-7/22/$31.00 © 2022 IEEE
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Fig. 1. Block diagram of the electrically amplified radio over fiber system assisted by the machine learning-based pre-distortion.

A-RoF systems [6–8]. Another approach to deal with the
non-linearities in A-RoF is to use an equalizer placed in the
RRH [9]. More recently, machine learning (ML) has also been
employed for linearizing the A-RoF system by employing the
DPD and equalization techniques. In [10], an artificial neural
network (ANN)-based equalizer was proposed for reducing the
nonlinear distortions and interference among multiple users in
uplink transmissions. In-band nonlinear distortion mitigation
by applying an ANN-based equalizer is proposed in [11]. In
[12], authors demonstrate a DPD solution for linearizing an
A-RoF system. Particularly, we have employed a multi-layer
perceptron (MLP) DPD and equalization linearization schemes
aimed for A-RoF [13]. However, the PA present in the RRH
was not considered at that time. In [14] we have introduced a
recurrent neural network (RNN)-based DPD which considers
the non-linearities coming from the MZM and from the PA,
meaning that the DPD must deal with the memory effect.
However, the RNN hyperparameters can consider several
activation functions that lead to a different performance in
terms of root mean square error vector magnitude (EVMRMS)
and adjacent channel leakage ratio (ACLR).

This paper aims to analyze the performance of the RNN-
based DPD, considering different activation functions. The
main contribution of this paper is the performance evaluation
of an innovative ML DPD scheme that employs a RNN to
compensate for the non-linear distortions present in electrically
amplified A-RoF systems that compose the transport network
of a C-RAN. This paper is organized as follows. Section II
describes the nonlinear models used for modeling both MZM
and PA. Section III presents the proposed RNN-based DPD
scheme concepts, whereas Section IV reports its results and
performance evaluation. Finally, the conclusions and future
works are discussed in Section V.

II. BASE-BAND EQUIVALENT SYSTEM MODEL

Fig. 1 depicts the block diagram of the electrically amplified
A-RoF system. We have assumed the mobile network was in
accordance with the C-RAN architecture, in which the core
network is connected to the CO by an optical backhaul link.
The baseband signal unit generates the orthogonal frequency
division multiplexing (OFDM) signal, given by

xn =
M−1∑

m=0

dme−j2π m
M (n+1), (1)

where dm is the modulated data, which are mapped in the mth
subcarrier, m ∈ {0, 1, 2, . . . , M−1} and n ∈ {0, 1, . . . , N−
1} is the time index. The baseband signal is pre-distorted by

the proposed ML-based DPD. It is important to notice that
the DPD coefficients must be previously calculated during the
ANN training. Sequentially, the pre-distorted signal is applied
to the A-RoF transmitter (TX) block, which is composed of
an MZM and laser diode (LD). At the RRH, a photodetector
(PD) converts the signal to the electrical domain for being
upconverted, amplified and radiated by the remote radio unit
(RRU) over the covered area. The base station (BS) medium
access control (MAC) and physical layer (PHY) functions run
at CO using SDR implementation. It will be assumed that
TVWS will be employed aiming to enable eRAC applications.
In the next subsections, the mathematical models used for
modeling the nonlinearities of the A-RoF TX block and PA
are presented.

A. Analog Radio over Fiber Transmitter Model

A memoryless polynomial with non-linearity order J = 5
has been recently used for modeling the non-linearities of the
A-RoF system. Such a model has its non-linear behavior ruled
by a set of coefficients, denoted by hj , with j ∈ {0, 1, . . . , J−
1}. The relation between the samples at the system input (vn)
and output (yn) is given by [15]

yn =
J−1∑

j=0

hj |vn|jvn, (2)

where vn is the baseband signal at the MZM input, n ∈
{0, 1, 2, . . . , N − 1} is the time index.

B. Power Amplifier Model

The architecture considered in this paper employs a PA at
RRH to amplify the signal before wireless transmission. A
memory polynomial model, a pruned version of the Volterra
series, is widely employed for modeling the PA nonlinear re-
sponse. This model encompasses the memory effect presented
by practical PA devices. The memory effect is the dependence
of the instantaneous output PA on the previous input. In other
words, the PA output also depends on the samples of the
previously applied signal to the PA input. The memory depth
(Q) defines how many samples impact the PA output. The
memory polynomial model is expressed as

pn =

Q−1∑

q=0

K−1∑

k=0

ξq,k |zn−q|k zn−q, (3)

where ξq,k are coefficients of the PA model, with
q ∈ {0, 1, · · · , Q− 1} and k ∈ {0, 1, · · · ,K − 1}, in which



Q is the memory depth and K is the nonlinearity order of the
model.

Fig. 2 illustrates the memory and memoryless polynomial
models transfer function. The same input signal zn was
employed in both polynomial models. For each normalized
magnitude of the input signal, i.e, |zn|, a normalized output
signal |pn| is generated. It can be observed that the memory
effect produces a scattered behavior in the output of the signal.
Additionally, the output points’ dispersion increases as the
memory effect increases, which is caused by the dependency
on the past samples.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

|zn|

|p
n
|

High-memory effect, Q = 6
Moderated memory effect, Q = 2
Memoryless
Ideal

Fig. 2. Nonlinear models instantaneous transfer functions.

III. MACHINE LEARNING-BASED DIGITAL
PRE-DISTORTION

We have used an ANN to implement the DPD processing
block. Once the cascade response of A-RoF TX block and
PA has a memory effect, an RNN was chosen since it has
a memory structure that can be used for compensating the
memory effect. The proposed solution employs two ANN for
modeling the amplified A-RoF system and the PA device. We
refer to this solution as dual-ANN DPD. The first step for
linearizing the amplified A-RoF system consists of training
both ANN. Once trained, we can apply the ANN predict
function to obtain the pre-distorted signal that will be applied
to the MZM. The following subsections detail the ANNs
training process, as well as the concepts of the proposed dual-
ANN DPD scheme.

A. Artificial Neural Network Training

We have chosen the RNN since it enables us to evaluate
the memory effect. The RNN is composed of an input layer, L
hidden layers and one output layer. Each layer has Oℓ neurons,
with ℓ ∈ {0, · · · , L+1}, ℓ denoting the ℓth layer. The neurons
are densely connected in sequential layers, and they also have
connections pointing backward, as demonstrated in Fig. 3. The
RNN output is a function of the instantaneous and previous
samples of the input signal in a given time step (Ts).
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Fig. 3. Recurrent neural network architecture composed of the following
layers: input layer (ℓ = 0); hidden layers (ℓ = 1, ..., L); output layer (ℓ =
L+ 1). Each layer has Oℓ neurons..

Our proposed dual-ANN DPD employs two neurons in
the input and output layers. Accordingly to our studies, two
hidden layers with 64 and 32 neurons produce a trade-off
between complexity and performance. A high number of
hidden layers may hinder the neural network training process
since the number of hyperparameters will grow and the known
vanishing gradient problem may occur. To overcome this prob-
lem, activation functions with more linear and non-saturating
behavior can be used at the cost of reducing the capacity of
the neural network for representing nonlinear behaviors. In
this paper, only two hidden layers were enough to capture
the non-linearities produced by the MZM component, which
means that not exploding or vanishing gradient problems
were observed. In any case, we initialize the neural network
weights using the Glorot normal initializer, which mitigates the
aforementioned problems. The backpropagation algorithm is
used to estimate both matrix of weights (Wp) and (Wv). The
training was performed throughout 10,000 epochs in case the
early stop criterion was no reached. The employed early stop
technique is based on the patience hyperparameter, which was
heuristically set to 100. This means that the training process
stops when a mean-squared error (MSE) variation higher than
10-9 (∆min = 10−9) is not observed throughout 100 epochs.
The MSE loss function (L) is given by

L =
1

NTR

NTR−1∑

n=0

(xn − x̂n)
2, (4)

where NTR is the number of training instances. We have
employed a data set composed of 614,400 samples, in which
30% were used for validating and 70% for training the model,
which means that NTR = 430, 080. Regarding the activation
function, many of them were tested, including exponential
linear unit (Elu), Leaky rectified linear unit (Leaky ReLU),



Softsign, scaled exponential linear unit (SELU), and hyper-
bolic tangent (tanh) activation functions.

Fig. 4 depicts the block diagram of the components used to
create the training data set, which was generated by applying
the base-band OFDM signal to the models that represent
the A-RoF TX block and PA. Mathematically, the baseband
OFDM signal (xn) is generated using (1) and then applied to
(2), leading to yn. Once in this work we are only interested
in the MZM and PA nonlinearities, we have assumed that
the single-mode fiber (SMF) and PD combined response is
gn = δn, which is the unit impulse response. Therefore, the
signal at PD output is given by

zn = yn ∗ gn + wn, (5)

where wn is the additive white Gaussian noise (AWGN) and ∗
denotes the convolution operation. The signal at PD output is
amplified by applying (3) with zn as the input signal, resulting
in the distorted-amplified pn signal. After that, we can use the
original non-distorted signal (xn) as the desired label and pn
as the input of the RNN. This strategy allows for the RNN
to learn the system post-inversion response, which is used for
pre-distorting the baseband signal. We used a second RNN to
model the amplified A-RoF system. In this case, the desired
label will be denoted by pn with xn as the second RNN input.

OFDM
Base-Band
Modulator

A-RoF TX
Block

gn = δn

Remote Radio HeadCentral Office (CO)

PA

RRU
dm xn yn zn pn

SMF+PD

Fig. 4. Block Diagram of the architecture used for training the RNN.

The ML-based algorithm complexity is an important param-
eter to be taken into account. The complexity analysis was
performed applying the float-point operations (flops) counter
method, where one flop is defined as one multiplication fol-
lowed by and addition of two float-point numbers. Considering
that the employed architecture only the hidden layers are
recursive, we can express the ML-based DPD complexity by

O
(

dim(P)

[
L∑

ℓ=0

OℓOℓ+1 +
L∑

ℓ=1

O2
ℓ

])
(6)

where dim(·) returns the size of the input training matrix.
One can note that the complexity of the proposed DPD
grows linearly with the dimension of the input matrix and
quadratically with the number of hidden layers and number of
neurons from the hidden layers.

B. Machine Learning Based Digital Pre-distortion

Considering that the RNNs have already been trained, the
DPD scheme can be employed for linearizing the electrically
amplified A-RoF system. Since the system cascade response
presents memory effect that comes from the PA, the RNN
internal memory structure needs to be used for compensating

the memory effect. The Ts hyperparameter defines the RNN
memory depth. Properly adjusting the Ts is a key configura-
tion to enhance the linearization performance. Assuming that
the matrix of weights was already calculated in the training
process, the baseband OFDM signal (xn) will be pre-distorted
by using the prediction method of the first trained RNN. The
pre-distorted signal is given by

V(t) = ϕ
(
P(t)Wp +V(t−1)Wv + b

)
, (7)

where ϕ(.) is the nonlinear activation function, P(t) represents
the input matrix at Ts= t, V(t−1) is the output matrix of the
previous Ts and b is the bias vector. Sequentially, the matrix
of pre-distorted signal (V) is applied to the second RNN,
which was trained to mimic the amplified A-RoF response.
Therefore, the linearized signal pn is obtained by applying
(7) with V as input. Finally, the linearized signal can be
transmitted by exploiting TVWS without causing interference
in the adjacent frequency bands.

We have tested several activation functions during the RNN
training process. Fig. 5 presents the RNN modeling for distinct
activation functions. We have compared the real part of the
output of the amplified A-RoF system when (2) and (3) are
applied with the RNN predict method. It can be observed that
tanh has led to the best linearization performance, attaining
MSE = 6.18×10−3. Table I summarizes the MSE for all the
tested activation functions.

0 50 100 150 200
−0.5

−0.25

0

0.25

0.5

Samples

A
m
p
li
tu
d
e

Real pn Tanh Softsign Selu Leaky ReLU Elu

0 50 100 150 200
−0.5

−0.25

0

0.25

0.5

Samples

A
m
p
li
tu
d
e

Real pn Tanh Softsign Selu Leaky ReLU Elu

Fig. 5. Estimation of system output for distinct activation functions.

TABLE I
MEAN SQUARED ERROR

tanh Softsign Selu Leaky ReLU Elu
MSE 6.18×10−3 1.1×10−2 9.18×10−3 6.38×10−3 6.64×10−3

IV. PERFORMANCE EVALUATION

This section reports the results of the proposed dual-ANN
DPD performance evaluation. The proposed scheme was spe-
cially designed to enable eRAC applications by exploiting



TVWS opportunities. One important motivation for designing
a DPD scheme for this scenario is the need for dynamically
allocating power to cover distinct regions. This strategy in-
hibits the out-of-band emission (OOBE) that can interfere
in the RF channels used for broadcasting TV services. The
novel dual-ANN DPD was designed upon application pro-
gramming interface (API) Keras. Its performance investigation
was carried out considering two figures of merit, namely:
EVMRMS and ACLR. The EVMRMS enables us to evaluate the
dispersion produced in the quadrature amplitude modulation
(QAM) symbols coordinates due to the nonlinear behavior of
the system. The EVMRMS metric is expressed as

EVMRMS(%) = 100

√√√√√
∑M−1

m=0

∣∣∣dm − d̂m

∣∣∣
2

2∑M−1
m=0 |dm|22

, (8)

where d̂m is the symbol received on the mth subcarrier, dm is
the symbol allocated in the mth subcarrier at the transmitter
side and |(.)|p is the p-norm operator. We have also employed
the ACLR metric for evaluating the signal OOBE, given by

ACLR (dB) = 10 log

(∫
f∈BO

Pp(f)df∫
f∈BI

Pp(f)df

)
, (9)

where Pp(f) stands for the power spectrum density (PSD)
of pn at frequency f , BI and BO represent the in-band and
out-of-bands frequencies, respectively.

The performance evaluation was conducted by testing sev-
eral activation functions, including tanh, Softsign, SELU,
Leaky ReLU with α = 0.8 and Elu. We have used the same
nonlinearity order (J = K = 5) of polynomial models for
modeling the MZM and PA power response. It is important
to highlight that the memory effect was only considered for
the PA model. We have employed memory depth Q = 3 to
model the PA power response. These parameters were chosen
as a proof of concept. In practical systems, the parameters that
enable properly modeling the system nonlinear devices must
be firstly characterized. Nonetheless, we have typically em-
ployed values demonstrated in the specialized literature [6,15].
Regarding the RNN memory depth, our previous investigations
and observation demonstrated that using Ts equal to the PA
memory depth, i.e., Ts = Q =3, enhances the linearization
performance. Additionally, the data set was generated con-
sidering OFDM signals at 0 dBm. Therefore, although the
RNN training was performed only for 0 dBm, the linearization
performance was conducted considering signals from 0 to
25 dBm. This strategy verifies the scheme generalization
capability when the mobile network RF power allocation
dynamically changes.

Fig 6 presents the dual-ANN linearization performance in
terms of EVMRMS for distinct activation functions. Once 64-
QAM was used to modulate the data, the EVMRMS limit,
specified in the 3rd Generation Partnership Project (3GPP)
Release 15 [16], will be 8%. We can notice that for the set of
tested RF power, only when tanh and Leaky ReLU activation
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Fig. 6. Root mean squared error vector magnitude as a function of RF input
power at MZM input for distinct activation functions.

functions are employed, the EVMRMS was kept below the
limit. Although tanh and Leaky ReLU present EVMRMS below
the 3GPP limit for the entire analyzed RF power range,
employing tanh leads to a significant improvement compared
with Leaky ReLU. Furthermore, the proposed scheme has
presented an outstanding generalization capability, once no re-
training was required along with the range of tested RF power.

We have also investigated the dual-ANN performance in
terms of ACLR, which is a frequency-domain metric used to
evaluate the signal OOBE. It is an important metric since
we are interested in exploiting TVWS vacant channels for
providing communication. In this case, OOBE must be kept as
low as possible, aiming to avoid interference in the adjacent
channels. Fig. 7 presents the ACLR for distinct activation
functions. Similarly to the EVMRMS analysis, we can notice
that employing tanh has led to the best ACLR performance,
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Fig. 7. Adjacent channel leakage ratio as a function of RF input power at
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which was kept below -27 dB for the entire RF power range.
It is important to notice that ACLR considerably increases for
RF power higher than 15 dBm.

Finally, we have investigated the normalized PSD for the
proposed dual-ANN DPD, as displayed in Fig.8. In this
analysis, we have considered an OFDM signal at 15 dBm
applied to the MZM input. The tanh, Leaky ReLU and Elu
activation functions were considered in this investigation. We
can notice that only tanh has led to a low-level OOBE, which
is in accordance with the previous ACLR analysis. Therefore,
the proposed dual-ANN DPD presents a powerful solution
for simultaneously reducing out-band and in-band distortions
when the tanh activation function is employed. This result
endorses the applicability of the proposed scheme to reduce
the OOBE, favoring TVWS exploitation in remote areas.
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Fig. 8. Normalized power spectrum density at remote radio head for distinct
activation functions.

V. CONCLUSIONS

We have tested distinct activation functions of a RNN-based
DPD scheme, designed to exploit TVWS using eRAC. The
activation function is one of the most important hyperparam-
eters of an ANN since it impacts the capacity of the DPD in
mitigating in-band and out-band distortions. The performance
evaluation was carried out considering two metrics: EVMRMS
and ACLR. We investigated the impact of the activation func-
tion used in all layers of the RNN. Leaky ReLU, Elu, Softsign,
SELU and tanh were considered in the investigation. The last
one produced the best linearization performance. One could
expect it since tanh can better represent nonlinear behaviors.
The results presented in this paper demonstrate the potential
of an ML solution for enhancing or even providing broadband
communication in remote and rural areas. For future research,
we intend to analyze the non-linear and linear effects of optical
fiber and other elements present in the communication chain.
Furthermore, we intend to compare our proposed solution with
state-of-art DPD methods. We also envisage experimentally
validating our approaches in a real-world implementation.
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Novel Machine Learning Linearization Scheme for
6G A-RoF Systems

Luiz A. M. Pereira, Luciano L. Mendes, Carmelo J. A. Bastos-Filho and Arismar Cerqueira S. Jr.

Abstract—This paper presents the design and implementation
of a digital pre-distortion (DPD) scheme based on machine
learning (ML) algorithms, which has been envisioned for the
sixth generation of mobile communications (6G) analog radio
over fiber (A-RoF) system. The DPD scheme employs an aug-
mented real-valued time delay neural network (ARVTDNN) to
compensate for the memory and memory-less non-linear effects
introduced by the A-RoF communication chain. The ARVTDNN
receives the base-band samples of the transmit waveform and
stores them in a time-delay line (TDL), which means that the
information necessary to compensate time correlated effects is
available for the ML algorithm. Therefore, the ARVTDNN can
compensate both memory and memory-less effects, including the
chromatic dispersion introduced by the optical fiber. The novel
DPD can bring a significant positive impact in enhanced remote
areas (eRAC) applications since the proposed DPD allows A-
RoF to be used to connect the base-band unit with a low cost
radio frequency (RF) radio head installed in remote areas. In
this case, the severe non-linearities introduced by the Mach-
Zehnder optical modulator (MZM) and power amplifier (PA)
and the time dispersive distortions introduced by the fiber can
be mitigated, improving the quality of the signal. Furthermore,
the novel ML-based linearization scheme can be flexibly tailored
to cover variations in the operating scenario by adjusting its
hyperparameters and training data. The root mean square error
vector magnitude (EVMRMS), normalized mean square error
(NMSE) and adjacent channel leakage ratio (ACLR) metrics
have been used to evaluate the performance of the proposed
DPD. Numerical results demonstrate promising linearization
performance, reducing the signal in- and out-band distortions
when the fronthaul link is extended to cover remote and rural
areas.

Index Terms—6G, analog radio-over-fiber, digital pre-
distortion, machine learning.

I. INTRODUCTION

THE fifth-generation of mobile network (5G) is currently
being deployed worldwide and although it is becoming

commercially available in many countries, technical limita-
tions have hindered it from fulfilling all the International Mo-
bile Telecommunications-2020 (IMT-2020) visions [1]. One
of the reasons is the very challenging and conflicting require-
ments from different use case scenarios that are imposed to
the radio access network (RAN), physical layer (PHY) and
medium access control (MAC) layer. The requirements for

This work was supported by RNP-MCTIC Grant No. 01245.020548/2021-
07, under the 6G project, FAPESP Grant No. 20/05127-2, under SAMURAI
project, CNPq, CAPES, FINEP and FAPEMIG.

Luiz A. M. Pereira, Luciano L. Mendes and Arismar Cerqueira S. Jr
are with the Inatel, Santa Rita do Sapucaı́, MG 37400-000 Brazil (e-mails:
luiz.melo@inatel.br, lucianol@inatel.br, arismar@inatel.br).

C. J. A. Bastos-Filho is with the University of Pernambuco, Recife, PE
50100-010 Brazil (e-mail: carmelo.filho@upe.br).

Manuscript received Month xx, 2023; revised Month xx, 2023.

the sixth-generation of mobile network (6G) PHY will be
even more challenging since new audacious and futuristic
applications are being foreseen for the next generation of
mobile communication networks [2]. High data rates, low
latency, high robustness and large coverage must be provided
to support holographic and haptic communications, remote
surgeries, digital twins, global coverage and other challenging
scenarios [3]. Large coverage is especially important for
providing broadband communications in remote and rural
areas, which is a relevant application scenario that currently
cannot be properly supported by 5G networks. Therefore,
6G networks are being envisioned to fully support enhanced
remote area communications (eRAC) applications.

One approach to overcome this limitation is to reduce the
cost of deploying the network sites. Fully equipped base
stations (BSs) with all base-band processing are expensive,
complex to be installed, and costly to be maintained. One
approach to tackle this problem is to implement the baseband
unit (BBU) using software-defined radio (SDR) approach and
running the PHY and MAC layers of the RAN in a server
(or cloud), leading to the so-called centralized radio access
network (C-RAN). In this case, the waveforms are entirely
processed in the server, which is typically connected to the
radiofrequency (RF) remote radio head (RRH) installed in the
site using a fiber optic link. This approach is already used in
5G networks, but the samples are digitally transmitted to/from
the RRH using Common Public Radio Interface (CPRI) or
evolved Common Public Radio Interface (eCPRI) protocols,
which requires high bandwidth in the optical link and expen-
sive analog-to-digital converters (ADCs) and digital-to-analog
converters (DACs) in the RRH. Analog RoF (A-RoF) is an
alternative where the analog waveforms modulate the laser
beam applied in the optical fiber. This approach simplifies the
RRH, since only a photodetector (PD) and a Mach-Zehnder
modulator (MZM) are needed to connect it to the optical
network. The challenge, in this case, is that the optical link
will introduce distortion to the waveform transported by the
optical carrier.

The MZM and the power amplifier (PA) used in the RRH are
non-linear devices, which will produce non-linear distortions
that increase the out-of-band (OOB) emission and the root
mean square error vector magnitude (EVMRMS). For the long
optical links used in remote and rural areas applications,
chromatic dispersion (CD) kicks in and introduces linear
distortions as well. All these interference must be compensated
in a A-RoF system. Therefore, a linearization scheme must be
employed [10]. In other words, the main factors that degrade
the signal quality in A-RoF applied to remote communication
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TABLE I
STATE-OF-THE-ART ON ML-BASED LINEARIZATION SCHEMES.

Reference Non-linear
Device

ANN
Type

Linear
Distortion

Linearization
Scheme Contributions

[4] PA ARVTDNN No Pre-distortion ARVTDNN-based digital predistorter designed to mitigate non-linear
distortions introduced by PA.

[5] MZM MLP No Pre- and
Post-distortions

Proposal of MLP-based digital pre- and post-distortion schemes to
mitigate non-linear distortions of MZM from A-RoF systems

[6] MZM
PA RNN No Pre- and

Post-distortions
Introduction of a RNN-based digital pre- and post-distortion schemes
to mitigate non-linear distortions of MZM and PA from A-RoF systems

[7] MZM
PA

Delay-tap
MLP No Post-distortion ANN-based equalizer designed to minimize multi-user interferences

caused by non-linear impairments in A-RoF uplink transmissions.

[8] PA RVTDCNN No Pre-distortion Investigation of a RVTDCNN-based pre-distorter scheme for mitigating
the non-linear distortions and memory effects of PAs

[9] PA BiLSTM No Pre-distortion Proposal of a BiLSTM-based pre-distorter scheme for reducing the
non-linear distortion and memory effects of PAs

This Work MZM
PA ARVTDNN Yes Pre-distortion Proposal of an ARVTDNN-based pre-distorter to address linear chromatic

dispersion and achive linearization of MZM and PA from A-RoF systems

scenario are the nonlinear effect of the MZM and PA and the
linear distortion caused by CD, which occurs due to the fiber
length and signal bandwidth. All these effects are modeled
in the simulation, which we have designed in the Python
environment. The goal was to propose a pre-distortion scheme
capable of simultaneously dealing with all these issues.

The main aim of this paper is to propose a digital signal
processing (DSP) scheme based on machine learning (ML) al-
gorithm that is able to compensate the memory-less non-linear
distortion from the MZM, the memory non-linear distortion
from the PA and the linear chromatic dispersion from the fiber.
Residual artificial neural networks (ANNs) have been used for
compensating the non-linear distortions of PA [4], [11]–[15],
since the residual information allows for compensating the
non-linear behavior of this device. The memory effect might
also be compensated by employing recurrent neural network
(RNN), long short-term memory (LSTM) and gated recurrent
units (GRU), which uses an internal memory structure to
deal with temporal dependencies of the model [16]. Once
trained, ANNs have demonstrated superior robustness and
less complexity in comparison with conventional Volterra-
based linearization schemes [17]. Additionally, the neural
network high capability of learning complex systems might
also be employed for compensated distortions produced by the
interaction among several cascade non-linear devices, which
is the case of A-RoF systems.

One extra benefit of using ML algorithms is that, when
properly designed and trained, this class of algorithms can also
deal with the linear distortion introduced by CD, reducing even
further the complexity, since dispersion compensation fibers
(DCFs) and DSP approaches are not required [18]–[23]. The
proposed digital pre-distorion (DPD) will be evaluated in terms
of OOB emissions, EVMRMS, and normalized mean square
error (NMSE) using simulation and the results show that the
proposed DPD can effectively reduce the influence of both
linear and non-linear distortions in A-RoF systems.

The remaining of this manuscript is structured as follows.
Section II reports a literature review on related works, whereas
Section III describes the system model whereas Section IV
reports the proposed augmented real-valued time delay neural
network (ARVTDNN) linearization scheme including its train-

ing process. The evaluation of the proposed DPD is presented
in Section V and, finally, Section VI concludes this paper.

II. RELATED WORKS

This section is regarding a literature review on related works
of linearization schemes based on ML, mainly focusing on the
use of ANNs for linearizing A-RoF systems. Table I presents
a comparison among our proposed approaches and other state-
of-the-art linearization schemes. For instance, in our previous
work, we have developed a linearization scheme for A-RoF
based on multi layer perceptron (MLP) [5]. The non-linear
effects only come from MZM and the PA is considered ideal.
On the other hand, the current work considers the memory
effects of PA and CD from the optical fiber. In this case, a
simple MLP ANN is unable to compensate for the memory
effect, since it lacks a memory structure to handle the memory
effect. Therefore, we have developed a new technique that
effectively addresses the memory effect and even considers
the chromatic dispersion of the optical fiber.

ANNs have been widely explored to linearize A-RoF sys-
tems, including RNNs, which are able of capturing non-linear
distortion with memory effect from PA and memoryless non-
linear distortion from MZM, as demonstrated in our previous
published paper [6]. However, when considering the presence
of CD, the internal memory structure of RNN can not properly
compensate for this linear effect, limiting the performance of
the system. In this current work, we propose the use of an
ANN that incorporates a time-delay line instead of an inter-
nal memory structure. This modification proves advantageous
in compensating both non-linear and linear distortions from
A-RoF systems.

In [7], the authors demonstrated a complex-valued mul-
tilevel ANN non-linear equalizer designed for uplink trans-
missions of single carrier frequency division multiple access
(SC-FDMA) signals. The goal was to mitigate inter-user in-
terference caused by non-linear distortions of A-RoF systems.
Nevertheless, in this study, the authors did not consider the
effect of CD due to the limited link length of 15 km, which
aligns with typical fronthaul distances in mobile communica-
tions. In our current work, it was employed a transmitter-side
pre-distortion scheme to reduce the operational expenditure
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Fig. 1. Block diagram of the equivalent base-band system model of analog radio-over-fiber system.

(OPEX) and extend the link coverage to remote areas. In this
context, CD and non-linear effects of A-RoF components need
to be taken into account, and an ANN capable of compensating
for these effects is employed.

Several types of input data sets have been investigated for
ANNs, and an ARVTDNN was proposed as an alternative to
traditional polynomial models [4]. Furthermore, a real-valued
time-delayed convolutional neural network (RVTDCNN)-
based DPD scheme was proposed by Hu et al. [8]. They
treated the envelope-dependent terms and in-phase and quadra-
ture (I/Q) components and as image-like representations. In
addition Sun et al. presented in [9] a bidirectional long
short-term memory (BiLSTM) ANN to linearize the PA of
5G wireless systems. However, in [8] and [9], the authors
primarily concentrated on linearizing the PA, addressing the
time series features and memory effects associated with this
non-linear device.

III. BASE-BAND EQUIVALENT SYSTEM MODEL

Fig. 1 shows the block diagram of the equivalent base-band
system model of the A-RoF system considered in this paper
for the eRAC scenario. The digitally pre-distorted waveform
is generated by the base-band generator, whereas an A-RoF
system is employed to transport the RF signal from the central
office (CO) to the RRH. The A-RoF system is composed of a
laser (LD), a MZM, and a direct current (DC) polarization
voltage (VBIAS). A standard single-mode fiber (SMF) will
be used to connect the CO to RRH. It is assumed that the
RRH is deployed in a rural or remote area site, typically
located 50 ∼ 70 kilometers from CO. The signal at RRH is
photodetected and amplified before transmission. It is worth
mentioning that we are using ANN in this specific scenario
for providing broadband communication to remote and rural
areas, which is a relevant application scenario for 6G networks.
Nevertheless, linearization schemes based on ANNs can also
cover distinct operating scenarios by appropriately adjusting
their architecture, hyperparameters and training data set.

In this work, we employed orthogonal frequency division
multiplexing (OFDM), which has a high peak to average
power ratio (PAPR). This means that this waveform offers
a more aggressive stress test for component non-linearities
compared to single-carrier waveforms. Moreover, OFDM has
gained widespread adoption in modern communication sys-
tems. Notwithstanding, the proposed scheme is not limited

to OFDM waveform and can be adapted for other type of
waveforms. The OFDM signal is given by

xn =
M−1∑

m=0

dme−j2π m
M (n+1), (1)

where dm is quadrature amplitude modulation (QAM) symbol
carried by the mth subcarrier, m ∈ {0, 1, 2, . . . , M −1} and
n ∈ {0, 1, . . . , N − 1} is the time index.

OFDM uses cyclic prefix (CP) to protect the transmitted
signal from the multipath mobile channel, avoiding inter block
interference (IBI) by copying the NCP last samples from the
OFDM block to its beginning.

If DPD is employed, the OFDM signal is applied to the
ARVTDNN block (switch s1 in Fig. 1 at position 1), otherwise
it is directly applied to the MZM (switch s1 in Fig. 1 at
position 0, leading to vn = xn). Details about the ARVTDNN
algorithm is presented in Section IV.

The MZM modulates the optical carrier from LD and the
power of the LD beam affects the non-linear behavior of
the optical device, as well as the DC voltage coming from
the VBIAS component. The MZM, polarized by a DC voltage
provided by the VBIAS block, presents a memory-less non-
linear behavior that can be modeled by a transfer function
given by [20]

yn =

J−1∑

j=0

hj |vn|jvn, (2)

where hj are the polynomial model coefficients and vn = xn

(it is assumed that switch s1 is at position 0). Here, J stands
for the non-linear order of the model.

At the MZM output, the signal is launched in an SMF that
can have tens of km to deliver the signal at the RRH. The SMF
introduces CD that leads to a variation in the fiber frequency
response, which is given by [23], [24]

G
(
ejωT

)
= e−jA(ωT )2 , A =

Dλ2L

4πcT 2
, (3)

where D is the SMF dispersion parameter, λ is the optical
carrier wavelength, L is the SMF length and c is the speed
of light. The digital frequency is represented by ωT = 2πfT ,
in which T stands for the sample period. The CD impulse
response is given by the inverse Fourier transform of (3),
which leads to non-causal and infinite impulse response (IIR).
The authors in [23] have shown that the CD can be properly
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represented using a finite impulse response (FIR) filter by
truncating the IIR with an odd number of taps Nt, leading to

gn =

√
1

j4Aπ
ej

n2

4A ,−
⌊
Nt

2

⌋
≤ n ≤

⌊
Nt

2

⌋
, Nt = 2 ⌊2Aπ⌋+1,

(4)
in which ⌊x⌋ returns the largest integer smaller than the
x. It is important to note that the optical fiber exhibits an
impulse response at the sample signaling rate of the OFDM
symbol. However, the system response is obtained through
the convolution between the fiber response and the wireless
channel response. This leads to spreading in the resultant
impulse response. Consequently, the CP needs to be sized to
cover the wireless channel convolved with the response of
the fiber. Hence, the analysis will be performed at the sample
signaling rate, considering the system as a whole.

Using this model and assuming that the PD does not
introduce distortions, the signal delivered for PA is given by

zn = yn ∗ gn + wn, (5)

where wn is the additive white Gaussian noise (AWGN).
The PA usually operates close to its 1-dB saturation point,

introducing memory non-linear distortions that can be modeled
as [25]

pn =

Q−1∑

q=0

K−1∑

k=0

ξq,k |zn−q|k zn−q, (6)

where ξq,k are coefficients of the PA model, with
q ∈ {0, 1, · · · , Q− 1} and k ∈ {0, 1, · · · ,K − 1}, in which
Q is the memory depth and K the model non-linear order. It
is important to highlight that K and Q depend on the specific
components and architecture used to build the PA [25].

IV. ARVTDNN-BASED LINEARIZATION SCHEME FOR
ANALOG RADIO-OVER-FIBER SYSTEMS

The DPD for A-RoF must be able to compensate the
memory-less and memory non-linear distortions introduced
by the MZM and PA and the linear distortion introduced
by the SMF. The ARVTDNN has been selected because its
architecture employs a time delay line (TDL) to feed the ANN,
allowing the DPD to compensate for all these distortions.
Fig. 2 presents the architecture of the ARVTDNN used as
DPD.

The ARVTDNN ANN is composed of L+1 layers. The ℓth
layer has Oℓ neurons, with ℓ ∈ {0, ..., L+ 1}. The input layer
depends on the PA memory depth Q and non-linear order K,
since the ANN is fed with K + 1 blocks of Q samples to
compensate for the memory effect. This approach enables to
capture of time-varying patterns and dependencies in the data,
which is the case of the memory effect of PAs. The first 2
blocks receive the real and imaginary values of the waveform.
The remaining K − 1 blocks receive the absolute value of the
Q samples raised to the k power.Therefore, the input layer has
a total of Q(K+1) neurons, meaning that the neural network
has all the necessary information to compensate the memory
effect.

...
...

...

· · ·

· · ·

· · ·

· · ·

· · ·
· · ·
· · ·

2

OL

...

z−1

z−1

...

z−1

z−1

...

z−1

z−1

...

z−1

z−1

1

I(vn)

R(vn)

|pn|K−1

|pn|

I(pn)

R(pn)

...

Output Layer
ℓ = L+ 1

Hidden Layer L
ℓ = L

Hidden Layer 1
ℓ = 1

Input Layer ℓ = 0

...

...

...

...

1

O1

3

1

O0 = Q(K + 1)

· · ·
· · ·
· · ·

· · ·
· · ·
· · ·

· · ·
· · ·
· · ·

Q− 1

1

Q− 1

1

Q− 1

1

3

22

1

Q− 1

1

Fig. 2. ARVTDNN architecture composed of the following layers: input layer
(ℓ = 0); hidden layers (ℓ = 1, ..., L); output layer (ℓ = L + 1). Each layer
has Oℓ neurons.

The ARVTDNN is trained using a data set containing the
original input signal (vn) and the distorted signal at PA output
(pn), as can be seen in Fig. 2. During the training phase, the
target labels will be R(v) and I(v), where v is the vectored
version of vn with Q samples. The indirect learning is used to
estimate the amplified A-RoF system post-inversion response.
During the ARVTDNN training, a loss function is minimized,
in other words, the ANN is trained to compensate the A-RoF
by learning the inverse response of the A-RoF system. This
estimated response is afterward used in the pre-distortion
block, producing the desired linearization. The loss function
used to train the ANN is given by

Loss(W,b) =
1

NTR

NTR−1∑

n=0

L(vn, v̂n(W,b)), (7)

where NTR is the size of the training set and

L(an, bn) = (an − bn)
2, (8)

is the mean-squared error (MSE) function. In summary, the
MSE loss function is commonly employed in regression tasks
as it is easily differentiable, which makes it suitable for use
with the optimization algorithms. In this work, we have used
the Adaptive Momentum (Adam) optimization algorithm.

The minimization of the loss function generates the opti-
mized weight matrix W and bias vector b, which are used
by the ANN to pre-distort the signal. Therefore, the signal at
ARVTDNN output is given by

v̂n =

L+1∑

ℓ=0

ϕ(Wℓpℓ + bℓ), (9)

where p is the input vector and ϕ(.) is the nonlinear activation
function.
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V. PERFORMANCE EVALUATION

The proposed DPD has been evaluated using computer
simulation in terms of adjacent channel leakage ratio (ACLR),
NMSE, and EVMRMS. The EVMRMS measures the effect of
the system degradation on the signal by evaluating the received
QAM symbols deviation in comparison with the transmitted
symbols. This metric is given by

EVMRMS(%) = 100

√√√√√
∑M−1

m=0

∣∣∣d̂m − dm

∣∣∣
2

2∑M−1
m=0 |dm|22

, (10)

where d̂m is the received symbol on the mth subcarrier, dm is
the symbol at mth subcarrier at the transmitter side and |(.)|p
is the p-norm operator.

NMSE is used to verify the discrepancy between the trans-
mitted and received signals and it is computed as

NMSE (dB) = 10 log

(∑N−1
n=0 |pn − xn|22∑N−1

n=0 |xn|22

)
. (11)

The last metric is related to the OOB emission since it
enables measuring the signal leakage due to non-linearities.
This metric is defined as

ACLR (dB) = 10 log

(∫
f∈BO

Pp̂(f)df∫
f∈BI

Pp̂(f)df

)
, (12)

where Pp̂(f) stands for the power spectrum density (PSD) of
p̂n at frequency f , BI and BO represents the in-band and
out-of-bands frequencies, respectively. It is worth mentioning
that the evaluation of these three performance metrics was
conducted through numerical calculations.

Once the metrics used to evaluate the system performance
are defined, it is necessary to specify each system model. The
parameters for the MZM transfer function and PA model are
presented in Table II.

TABLE II
PARAMETERS FOR THE MZM AND PA NON-LINEAR MODELS.

Parameter Value
Non-linear order of the MZM J=5

MZM non-linear coefficients hj =




1.1 + j0.4
0.2 + j0.6
0.7 + j0.2
0.5 + j0.7
0.3 + j0.5




Non-linear order of the PA K = 5
PA memory depth Q = 3

with the coefficients for the PA non-linear model being given
by

ξ =




1.1 + j0.1 j0.1 0.1 + j0.1 0.1 0
0.1 + j0.1 0.1 0.1 + j0.1 j0.1 0

0 0.1 0.1 0.1 j0.1


 (13)

where the rows bring the coefficients for a given memory depth
and the columns bring coefficients for a given non-linear order
of the PA. The parameters and coefficients presented in Table
II and (13) are typical values found in literature [13], [25]–
[27]. It is worth mentioning that the coefficients of the MZM

and PA components may vary across distinct MZM and PA
device models. In this case, a component characterization will
need to be performed.

For defining the impact of the linear distortion introduced
by the SMF, two fiber lengths will be considered: 50 km
and 70 km. Table III shows the parameters for the chromatic
dispersion model assuming these two scenarios.

TABLE III
SIMULATION PARAMETERS OF CHROMATIC DISPERSION FIR.

L [km] D [ps/nm/km] λ [nm] T [ps] Nt A
50 17 1553 50 3 0.2175
70 17 1553 50 3 0.3045

As mentioned in Section II, OFDM has been assumed as
the waveform to be transmitted over the A-RoF system. A
total of 2048 subcarriers have been used to transmit 16-QAM
symbols. Moreover, the CP with 2 samples is added to the
OFDM symbol to protect the signal from IBI. Therefore, each
OFDM block is composed of 2050 samples.

Once the system model has been parameterized, it is possi-
ble to design the ANN to compensate for the linear and non-
linear effects of the A-RoF system. The ANN hyperparameters
specification and its training are the main tasks in designing
the ARVTDNN. The input layer has O0 = Q(K + 1) = 18
neurons. Following, three hidden layers with 1024 neurons
each were employed. The output layer has only two neurons,
corresponding to the real and imaginary parts of the OFDM
block. In this paper, the hyperbolic tangent (tanh) activation
function was used in the first hidden layer and the Leaky
rectified linear unit (ReLU) activation function with α = 0.01
has been used in the other two hidden layers. Using tanh
in the first hidden layer mitigates the gradient exploding
problem since | tanh(x)| ≤ 1, preventing the gradients from
getting too large. It is important to notice that other activation
functions such as, scaled exponential linear unit (SELU),
ReLU and exponential linear unit (Elu) can also be employed,
however the DPD performance must be properly evaluated
for each case. No activation function was used in the output
layer, which is a common approach for regression problems.
These hyperparameters were heuristically chosen to optimize
the linearization performance without concerning about the
algorithm complexity, which is out-of-scope of this work.

The training data set was composed of 100 OFDM blocks,
leading to a data set with 205000 instances. It is important to
emphasize that two separate data sets were used during the
training process for distinct values of L. Specifically, one data
set comprised samples of the signal transmitted over a distance
of 50 km of optical fiber, while the other data set, with the
same number of samples, consisted of samples from the signal
transmitted over a distance of 70 km. This approach enabled
the neural network to learn the inverse response of the CD for
both the 50 and 70 km links. Additionally, it is noteworthy that
the data set utilized to train the model is synthetic. The choice
to employ a simulation-generated data set is justified by the
proven ability of the utilized models to accurately represent the
distortions present in the system, as confirmed by previously
published empirical and practical studies. The Adam optimizer
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and early stop technique were used. The training batch was
composed of the entire data set, i.e. 205000 samples, which
means that only one interaction is performed in each training
epoch. During the training phase, 143500 samples of the
data set were used for the ANN training and the remaining
(61500 samples) are used for validation. On the other hand,
an additional independent data set comprising 205000 samples
was generated specifically to test the ANN and evaluate the
performance of the proposed linearization scheme. Although
a fixed number of 5000 epochs was configured, typically
only around 1000 epochs were actually required for the ANN
training. This means that the early stop criterion was frequently
reached. In this work, the MSE value of ∆min = 10−9 has been
used as a stop criterion, with patience hyperparameter set to
100. These hyperparameters were chosen accordingly to our
preliminary studies, aiming a trade-off between convergence
time and linearization performance. It is important to highlight
that a NVIDIA Quadro-RTX 4000 graphics processing unit
(GPU) was used for the ANN training, significantly reducing
the time necessary for this procedure.

Once trained, the ARVTDNN performance is evaluated by
switching s1 to position 1, which means that the pre-distortion
introduced by the ARVTDNN is applied to the signal. Fig. 3
(a) and (b) compares the magnitude and phase of the signal
pn at the PA output as a function of xn with and without the
linearization scheme. We can observe that the linearization
scheme corrects the magnitude of the signal, leading to a
response equal to the original non-distorted signal. Likewise,
the phase is also compensated, since the phase deviation
between the output and the input signals is kept around zero.

(a)

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

|xn|

|p
n
|

Non-linearized output
ARVTDNN-based DPD
Ideal

(b)

0 0.2 0.4 0.6 0.8 1
−100

−80

−60

−40

−20

0

20

40

60

80

100

|xn|

∠x
n
−
∠p

n

Non-linearized output
ARVTDNN-based DPD

Fig. 3. Distortions compensation: (a) magnitude; (b) phase deviation.

Fig. 4 reports the EVMRMS as a function of the electrical
input power at MZM input. The zoom-in-view shows the trans-
mitted and received QAM symbols for the different scenarios
(with and without DPD and for L = 50 km and L = 70 km).
We have compared our proposed DPD with the RNN-based
DPD, which is also an ANN capable of dealing with memory
effect. From Fig. 4 it is possible to notice that the EVMRMS is
remarkably reduced for the two evaluated link distances. This
means that non-linear effects and linear CD degradation can
effectively be mitigated by the proposed ARVTDNN-based
scheme. Although the RNN-based solution has reduced the
EVMRMS, it exhibits lower linearization performance when
compared with ARVTDNN DPD. This can be attributed to the
recurrent neurons, which replicate the CD impulse response in

the signal. The low EVMRMS means that the in-band distortion
are mitigated at the PA output, which means that the proposed
ML based DPD is a promising solution to compensate the
impairments introduced by A-RoF systems.
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Fig. 4. EVMRMS as a function of RF Power at MZM input.

Fig. 5 presents the NMSE between xn and pn, where it
is possible to observe that it decreases considerably for the
entire analyzed RF power range when the DPD is enabled.
Once again, the RNN has presented lower linearization per-
formance when compared with the ARVTDNN DPD. For the
ARVTDNN DPD, the NMSE was kept below -25 dB. This
result endorses the excellent generalization capability of ANN
since it does not need to be re-trained for each input RF power.
Nonetheless, the data set used during the training phase must
contain signals with distinct RF power to increase the ANN
generalization capability. Moreover, the NMSE is practically
equal for the 50 and 70 km link distances. This means that
the ARVTDNN was able to compensate the linear distortions
introduced by distinct CD spread delay profiles.
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Fig. 5. NMSE as a function of RF Power at MZM input.

The ACLR was evaluated at the PA output to measure
the effectiveness of the proposed DPD scheme in reducing
the out-of-band emission (OOBE). Fig. 6 presents the ACLR
as a function of RF power at MZM input. The ACLR was
analyzed for L = 50 km and L = 70 km and the performance
was practically the same for both cases, with values close to
-35 dB for the entire analyzed RF power range. The RNN-
based solution has also considerably reduced the ACLR when
compared with the non-linearized output. It is important to
mention that for RF power below 14 dBm, the ACLR of
the linearized signal is higher than for the non-linearized
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Fig. 6. ACLR as a function of RF Power at MZM input.

signal. This behavior is due the fact that, at these very low
RF power, the MZM and PA do not present significant non-
linearities and the pre-distortion introduced by the proposed
linearization scheme slightly affects the OOBE. Nevertheless,
the ACLR for RF power below 14 dBm is not prohibitive.
But, if necessary, the DPD can be disabled whenever the input
level is below 14 dBm, since the non-linearized signal presents
acceptable EVMRMS at this power range. As demonstrated
by Fig. 6, in terms of ACLR, the linearization technique is
indispensable when the RF power is larger than 14 dBm. It
is noteworthy that the optimization of the EVMRMS results
in a decrease in ACLR, and vice versa. Nevertheless, despite
the correlation between these metrics, the optimal point for
EVMRMS optimization may not necessarily coincide with the
optimal point for ACLR optimization [28].

The out-band distortion was also evaluated in terms of the
signal normalized PSD. The out-band distortion is the non-
linear intermodulation products between the signal component
frequencies, which is visualized as OOBE. Fig. 7 shows
the normalized PSD for the signal at the PA output with
and without DPD. We can notice that when the linearization
scheme is not applied, the OOB emission might hinder the
exploitation of TV white space (TVWS) since the high OOBE
interfere with the adjacent channel. The RNN-based DPD
has achieved a reduction of approximately 8 dB in out-band
emission, while the proposed ARVTDNN has significantly
lowered the out-of-band emission by approximately 20 dB.
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Fig. 7. Frequency spectrum for an OFDM signal at 20 dBm.

VI. CONCLUSIONS

This paper have presented and evaluated an ML-based

linearization scheme designed for A-RoF systems. It employs
an ARVTDNN to estimate the A-RoF post-inverse response,
which is then applied to the DPD processing block. The main
advantage of the ML-based approach is the simultaneously
compensation of linear and non-linear impairments introduced
by the A-RoF system. The proposed scheme dispenses the
use of DCFs and/or DSP for mitigating CD, whereas complex
Volterra-based DPD can also be eliminated. In other words, the
innovative DPD simplifies the communication system, without
introducing any performance disadvantages. The proposed
scheme compensated in- and out-band distortions produced by
the MZM and RF PA and it also allows extending the front-
haul link up to 70 km by compensating the linear degradation
introduced by CD. The EVMRMS was kept below 3% for the
entire RF power range, whereas the NMSE decreased ≈ 25 dB.
The ACLR was also reduced, especially for RF power above
15 dBm. In contrast to existing approaches, the proposed
novel technique demonstrated the capability to simultaneously
compensate for both linear and non-linear distortions in the
A-RoF system. This unique feature enables to extend the
A-RoF link distance and overcomes the limitations of con-
ventional terrestrial infrastructure. A-RoF technology aided
by ML-based linearization facilitates the distribution of radio
signals over long distances using fiber optic cables, providing
numerous advantages for remote areas. These benefits include
reliable radio coverage in challenging terrains, enhanced emer-
gency communication systems, expanded radio services to
underserved regions, improved signal quality and resilience,
and reduced infrastructure costs compared to traditional radio
transmission methods. In conclusion, the proposed ML-based
DPD is a interesting tool for future communication systems
that demands integration of long length optical front-haul and
simple RRH, as it is the case of eRAC applications.

As future work, other significant effects for this scenario
are being studied and will be incorporated into the simulation
system. Another future action is the implementation of the
proposed linearization scheme in a practical experiment.
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Abstract—This paper reports the performance evaluation of a
fiber/wireless (FiWi) system assisted by a machine learning (ML)
algorithm envisioned for the sixth generation of mobile networks
(6G). An augmented real-valued time delay neural network
(ARVTDNN) is trained to learn the inverse response of the non-
linear distortions introduced by the communication chain. The
trained ML algorithm operates as a digital pre-distortion (DPD)
scheme, which allows an analog radio-over-fiber (A-RoF) system
to be used to connect the central office (CO) with a low-cost
remote radio head (RRH) installed in remote areas. A Rayleigh
channel was employed to model the wireless radio-frequency
(RF) signal transmission. The RF signal is linearized by the
DPD scheme before being radiated, aiming to provide broadband
communications for remote and rural areas. Numerical results
demonstrate that the ML-based DPD scheme enables the seamless
integration of A-RoF into the wireless system.

Index Terms—A-RoF, DPD, machine learning

I. INTRODUCTION

While the concept of sixth-generation of mobile network
(6G) is currently under discussion, the prevailing trends sug-
gest that it will evolve into a human-centric network [1].
Therefore, enabling connectivity in remote areas stands out as
an important use case of this network. The centralized radio ac-
cess network (C-RAN) architecture might play a distinguished
role for this communication scenario. It simplifies the commu-
nication infrastructure, centralizing the base-band processing
in a central office (CO) server. In this approach, the CO might
be connected to the remote radio head (RRH) by employing
an analog radio-over-fiber (A-RoF) link instead of a digital
RoF (D-RoF). The A-RoF simplifies the network infrastructure
since the signal is transported in its analog format, dispensing
expensive analog-to-digital converters (ADCs) and digital-
to-analog converters (DACs). Therefore, the RRH will be
composed only of an optical detector and radiofrequency (RF)
front-end. The challenge, in this case, is dealing with non-
linear distortions introduced especially by the Mach-Zehnder
modulator (MZM) and power amplifier (PA).

The digital pre-distorion (DPD) based on machine learn-
ing (ML) algorithms have been used to compensate A-RoF
system distortions [2], [3] ML solutions can learn complex
interactions between linear and non-linear effects. Particularly,
our research group has investigated ML-algorithms to linearize
the MZM and PA components. In [4], we have used a
multi layer perceptron (MLP) artificial neural network (ANN)

to implement a DPD and equalizer linearization schemes to
compensate the memoryless non-linear distortions of MZM.
Afterward, we compared the ML-based DPD scheme with a
state-of-the-art Volterra-based linearization scheme [5]. Once
trained, the ML DPD scheme has demonstrated less complex-
ity and high robustness against time variation in the system
response when compared with the conventional lineariza-
tion scheme. Finally, we have also considered the memory-
dependent non-linear degradation of PAs [6]. In this case, a
recurrent neural network (RNN) was used to compensate for
the memoryless effect of MZM and the memory effect of PA.

This work presents the performance evaluation of a
fiber/wireless (FiWi) system linearized by ML. An augmented
real-valued time delay neural network (ARVTDNN) is used
to implemented the linearization scheme [7]. The ARVTDNN
receives the base-band samples of an orthogonal frequency
division multiplexing (OFDM) waveform and stores them in
a time delay line (TDL), which ensures that all information
required to compensate memoryless and memory effects are
available for the ML algorithm. After linearized, the signal can
be radiated to cover remote and rural areas, giving rise to the
so-called FiWi system. A Rayleigh channel is used to model
the wireless transmission from the RRH to the end user.

II. BASE-BAND EQUIVALENT SYSTEM MODEL

Fig. 1 shows the block diagram of the base-band equivalent
system model for an A-RoF system. The digital waveform
will be generated by the OFDM base-band modulator. The
pre-distorted waveform is generated by the ARVTDNN pre-
distorter block, which must be previously trained. Afterwards,
the pre-distorted waveform is applied to the A-RoF TX Block,
which is composed of a laser diode (LD) and MZM. The
optically modulated signal is transported from the CO to the
RRH by employing a 50-km single-mode fiber (SMF). At
RRH, the signal is amplified before being radiated to cover
remote areas. A Rayleigh channel was employed to model the
wireless transmission between the RRH and the user.

The utilized waveform is known as OFDM and is given by

xn =

M−1∑

m=0

dme−j2π m
M (n+1), (1)

in which dm is the quadrature amplitude modulation
(QAM) symbols, carried by the mth subcarrier, m ∈
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Fig. 1. Block diagram of the base-band equivalent model of analog radio-over-fiber system.

{0, 1, 2, . . . , M − 1} and n ∈ {0, 1, . . . , N − 1} is the time
index. In case of DPD is employed (switch s1 in Fig. 1 at
position 1), the OFDM waveform is applied to the pre-distorter
block. This signal is then applied to the MZM leading to [8]

yn =

J−1∑

j=0

hj |vn|jvn, (2)

where hk are the polynomial model coefficients, vn is the pre-
distorted OFDM signal, n ∈ {0, 1, . 2., . . . , N−1} is the time
index. J stands for the nonlinearity order of the model. Once
we are interested only in MZM and PA non-linear distortions,
caused, we have assumed that SMF and photodetector (PD)
combined response is gn = δn, leading to

zn = yn ∗ gn, (3)

in which ∗ denotes the convolution operation
Memory non-linear distortions will be introduced PA, once

it usually operates close to its 1-dB saturation point. The PA
non-linearities can be modeled as [9]

pn =

Q−1∑

q=0

K−1∑

k=0

ξq,k |zn−q|k zn−q, (4)

where ξq,k are coefficients of the PA model, with
q ∈ {0, 1, · · · , Q− 1} and k ∈ {0, 1, · · · ,K − 1}, in which
Q is the memory depth and K the model non-linear order [9].

We have assumed a Rayleigh channel to model the wireless
transmission between the RRH and the RF receiver from the
end user. Therefore, the signal at the end user RF receiver can
be modeled as

U = P⊙H+w, (5)

where ⊙ stands for the Haddamard product, P = F (p),p ∈
CN×1 is the frequency-domain vectored version of pn, H ∈
CN×1 is the frequency response of Rayleigh channel and w ∈
CN×1 is the additive white Gaussian noise (AWGN). Finally,
a single-tap frequency domain equalization can be performed
for compensating the effects of the wireless channel.

III. PERFORMANCE EVALUATION

We evaluated the performance of the FiWi system via
computer simulation using the root mean square error vector
magnitude (EVMRMS) and symbol error rate (SER) metrics.
Moreover, we have used a polynomial-based solution as a
benchmark. The coefficients of the polynomial based solution

was calculated by employing the know closed-form solution.
Before evaluating the proposed system performance, it is
necessary to specify the parameters of the base-band equiv-
alent system model. We have assumed J = 5 for the MZM
memoryless model and K = 5 and Q = 3 for the PA memory
model, which are typical values found in literature [8], [9].

The DPD designed for A-RoF applications needs to mitigate
both memory-less and memory non-linear distortions caused
by the MZM and PA, as well as counteract the linear distortion
originating from the SMF. To address this complex distortion
scenario, the ARVTDNN has been chosen. This selection is
attributed to the innovative architecture of ARVTDNN, which
incorporates a TDL mechanism to intelligently supply input
to the ANN. Through this strategic design, the DPD can
seamlessly alleviate the diverse range of distortions mentioned
earlier, thereby ensuring enhanced the signal quality.

We have performed preliminary studies by heuristically
varying the ANN hyperparameters to maximize the system
performance. In the ANN input layer a TDL structure was
employed, leading to 18 input neurons. This approach enables
feeding the ANN with all necessary information to compensate
for the memory effect. Three hidden layers were employed,
each one of them composed of 1024 neurons. The hyperbolic
tangent (tanh) activation function was used in the first hidden
layer for dealing with the gradient exploding problem, whereas
Leaky rectified linear unit (ReLU) (α = 0.01) has been used
in the other two hidden layers. The ANN employs two neurons
in the output layer for estimating the real and imaginary parts
of the OFDM symbol. The DPD performs a regression task,
which typically means that a identity activation might be used
in the output layer. The training data set was composed of 15
OFDM blocks, leading to a data set with 30720 samples. It
was required 300 epochs to train the model by employing the
Adaptive Momentum (Adam) optimizer.

Fig. 2 reports the EVMRMS as a function of RF power at
MZM input. The EVMRMS measures the received symbols
coordinates deviation compared with the original transmitted
signal. In this study, we utilize 16-QAM modulation. Addition-
ally, we explore an OFDM signal with a 20-GHz bandwidth,
representing the aggregated bandwidth of multiple users. We
can notice that the ML-based DPD has considerably reduced
the EVMRMS even for high RF power. Moreover, the EVMRMS
was close to polynomial-based DPD, which was used as
a benchmark. This outcome demonstrates the feasibility of
allocating RF power within the range of 5 to 25 dBm, all
while maintaining the transmission quality unimpaired.

The out-band distortion was also evaluated. Fig 3 shows the
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normalized power spectral density for the signal at the end-
user receiver with and without the DPD scheme. When the
DPD scheme is employed the out-of-band emission is reduced,
which means that the proposed scheme solution is also a
remarkable solution to compensate for out-band distortions.
Furthermore, the proposed scheme demonstrates comparable
outcomes when juxtaposed with the benchmark of polynomial-
based DPD that was utilized.
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Finally, we have evaluated the SER of the FiWi system.
Fig. 4 presents the results of our proposed system compared
with the theoretical OFDM transmission in Rayleigh channels.
We have considered 26 dBm of RF power at MZM input. It
can be observed that the ML-based DPD was practically equal
to the polynomial based DPD. Moreover, one can observe
that the A-RoF system was practically transparent to the
wireless system since the SER is almost not affected when
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Fig. 4. Symbol error rate as a function of SNR.

the A-RoF is employed. On the other hand, the SER will
be severely affected in the case of the proposed scheme
in not employed. This achievement proves the remarkable
linearization performance of the ML-based DPD scheme,
in case non-linear distortions are introduced by MZM and
PA. Utilizing ARVTDNN-based DPD offers a compelling
approach to tackle the drawbacks of polynomial-based DPD.
These drawbacks include the need for precise polynomial
degree selection to avert overfitting, susceptibility to outliers,
and limited handling of highly correlated signals. This can
compromise accurate coefficient estimation in the regression
model, causing coefficients to be overly sensitive to minor data
variations and resulting in unreliable and unstable results.

IV. CONCLUSIONS

In this paper, we have presented and evaluated a ML-
based DPD scheme designed for future 6G FiWi systems.
The proposed DPD remarkably compensated non-linear dis-
tortions produced by the MZM and PA. The proposed scheme
allowed dynamically allocating RF power to cover distinct
remote areas. Moreover, the DPD scheme allowed seamless
integration of an A-RoF into a wireless system since the SER
of the system was practically not affected. This solution can be
considered a powerful tool for future communication systems
that enables dealing with A-RoF system degradation.
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Chapter 4

Conclusions and Future Works

This work proposed and evaluated ANN-based linearization schemes designed for
A-RoF systems. Such schemes are based on pre- and post-distortion concepts. The
main goal was to mitigate the non-linear distortions produced by the A-RoF com-
ponents. The ANN-based linearization performance was compared with the conven-
tional DPD solution. This work presented several insights regarding the linearization
of A-RoF systems:

• The implementation of digital pre- and/or post-distortion ML-based algorithms
and its linearization performance evaluation: the simulation results demonstrated
that pre- and/or post-distortion techniques might be employed to linearize A-RoF
systems. The memoryless polynomial model was used to represent the MZM
non-linearities since, in this case, a memory effect will not be significantly
observed. The pre-distortion scheme slightly outperformed the post-distortion
scheme, since it prevents the spectral regrowth produced by the MZM non-
linearities. Moreover, the pre-distortion scheme operates with higher SNR when
compared with the post-distortion, since it is implemented at the transmitter
side. Therefore, the noise statistics on the receiver side are unchanged. On
the other hand, the post-distortion is employed at the RRH side, which means
that it can also be used for compensating linear distortion, operating as an equal-
izer. Nonetheless, considering that the linear distortions are not observed, it
is expected that the pre-distortion scheme outperforms the post-distortion since
post-distortion will not prevent the spectral regrowth.

• The implementation ML-based DPD for time-variant A-RoF systems: the simu-
lations results showed that ANN-based DPD can accommodate variations on the
coefficients of the models that represent the non-linear response of the A-RoF
components. The time-variant response might come from temperature varia-
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tions, aging or, fluctuation in the electro-optic modulator polarization voltage.
A dual-ANN architecture was employed to model the A-RoF system and to
obtain its post-inversion response in order to generalize possible variations of
the A-RoF systems components. The linearization performance of the proposed
dual-ANN scheme was compared with a conventional state-of-art DPD solution
(OSFL) when the time-invariant and variant scenarios were considered. For the
time-invariant scenario, the proposed dual-ANN solution has presented similar
performance compared with the conventional OSFL DPD solution. On the other
hand, when the time-variant scenario is considered, the proposed DPD outper-
forms the OSFL, which requires to be re-calibrated to accommodate the varia-
tions in the coefficients of the model.

• The implementation of pre- and/or post distortion schemes for amplified-A-RoF
systems: in this specific operating scenario, we were interested in including the
PA to our analysis. The PA considered in this case is located at RRH. In con-
trast to MZM, the PA introduces memory non-linear distortions. Therefore, the
memory effect must be considered during the linearization. Since we intend
to compensate for the cascade nonlinear responses of the MZM and PA, the em-
ployed ANN must be capable of simultaneously dealing with memory and mem-
oryless effects. Therefore, we implemented a RNN-based linearization scheme
and compared it linearization performance with a MLP scheme, which is not ca-
pable of dealing with memory effect. The simulations demonstrated that MLP,
is capable of reducing the out-band distortions but can not satisfactorily reduce
the in-band distortion. Therefore, MLP can be used when only OOBE reduc-
tion is relevant, without concerning about the in-band degradation. On the other
hand, the RNNs simultaneously reduce in-band and out-of-band distortions. The
linearization performance of the RNN-based schemes depends on the memory
depth. When the RNN memory depth is equal to or higher than the PA memory
depth, the performance of the linearization schemes is improved. The proposed
RNN-based linearization scheme can be an important tool to assure the proper
exploitation of TVWS in remote and rural areas.

• The implementation of pre- and/or post distortion schemes for amplified-A-RoF
systems considering chromatic dispersion: in this analysis, the CD effect was
included because it was assumed that the optical link can reach tens of kilo-
meters. An ARVTDNN was employed for compensating the memoryless and
memory non-linear distortions as well as the linear chromatic effect. A remark-
able linearization performance was observed showing that the proposed scheme
is potential to 5G and future 6G communication systems. One extra benefit



Chapter 4 109

of this method was that, when properly designed and trained, this class of algo-
rithms could also deal with the linear distortion introduced by CD, reducing even
further the complexity, since dispersion compensation fibers (DCFs) and digital
signal processing (DSP) approaches were not required. The proposed scheme
was eventually employed in a FiWi system.

The suggestions for further works rely on applying the ML-based linearization al-
gorithms in real FiWi systems using an experimental data set. For instance, one can
transmit OFDM symbols and storage the system output to create the data set. For this,
it is necessary synchronizing the transmitter and receiver to ensure that an input sample
is matched with its corresponding output sample. In other words, Becomes required to
precisely identify the beginning and end of OFDM symbol. One approach to overcome
this issue is to incorporate a preamble with a known sequence at the beginning of the
OFDM symbol. Synchronization between transmitter and receiver is achieved by per-
forming a correlation operation between the known sequence from the preamble with
the received symbol. However, this is a very challenging and not-trivial operation.

One another possible approach is to employ reinforcement learning, which is a
non-supervised learning method. In this scenario, the data set is not required since
the algorithm will be adapted through its interaction with the A-RoF system, where
it receives positive or negative feedbacks. Finally, deploying practical linearization
schemes might also include challenges regarded to algorithm complexity and energy
consumption. New studies might be performed aiming to reduce the algorithm com-
plexity by modifying the ANN architecture and hyperparameters, leading to a trade-off
between complexity and performance. Moreover, the energy consumption might also
be carefully managed, especially for large-scale deployments. This can involve the uti-
lization of intelligent power management strategies to minimize energy consumption,
while simultaneously maintaining system performance.
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